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GENERALIZED HUKUHARA DINI HADAMARD ε-SUBDIFFERENTIAL AND
Hε -SUBGRADIENT AND THEIR APPLICATIONS IN INTERVAL OPTIMIZATION
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Abstract. In this paper, we develop and analyze the concepts of gH-Dini Hadamard ε-subdifferential and
Hε -subgradient for interval-valued functions (IVFs). Some important characteristics of gH-Dini Hadamard
ε-subdifferential such as closedness, convexity, and monotonicity are studied. The interrelations between
gH-subgradient and gH-Dini Hadamard ε-subgradient, and between gH-Fréchet derivative and gH-Dini
Hadamard ε-subdifferential are investigated. To define the concept of Hε -subgradient, the notions of the
sponge of a set around a point and gH-calm IVF at a point are studied. A variational description of gH-
Dini Hadamard ε-subgradient with Hε -subgradient is proposed. Various necessary and sufficient conditions
for obtaining an ε-efficient solution to an interval optimization problem (IOP) with the help of gH-Dini
Hadamard ε-subgradient of an IVF are derived. Lastly, an application of proposed results is discussed in the
sparsity regularizer for IOPs.
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1. INTRODUCTION

Optimization theory for nonsmooth functions is known to have been hugely influenced by ap-
proximate subdifferentials or ε-subgradients. Various numerical methods have been constructed
with the help of ε-subgradients to minimize convex functions. The contribution of approximate
subdifferentials on the calculus of convex subdifferentials helps to develop several generalized
gradients of Clarke [1, 2, 3]. As Dini Hadamard derivative preserves the linearity of derivative
with respect to the direction [1], ε-Dini Hadamard plays a prominent role [4] in the advance-
ment of nonsmooth analysis, especially nondifferentiable functions in the absence of convexity. In
1976, Mordukhovich [5] first obtained ε-subdifferentials as a byproduct of certain approximative
techniques. After that, various methods and theories were developed for finding an approximate
solution to optimization problems [6, 7, 8].

Observe that many real-world situations are not always expressible with conventional mathe-
matics due to uncertainty or inexact data. Thus there is a need to advance optimization tools for
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uncertain optimization. The optimization problem due to uncertainty in a random variable comes
under stochastic optimization, and the optimization problem involving a membership function is
expressed by a fuzzy optimization problem. The optimization problem with interval coefficients
comes under interval optimization, named interval optimization problem (IOP), is indispensable in
dealing with many real-life uncertain problems. Some applications of interval optimization in real
life can be found in [8, 9, 10].

1.1. Literature Survey. The class of subdifferentials developed by Rockafellar [11] is a crucial
factor in the body of optimization theory that perfectly replaces the role of gradients to identify op-
tima for convex functions. However, this is inadequate in developing the optimality conditions for
nonconvex optimization problems. Mordukhovich [5] first obtained byproducts of certain finite
dimensional approximative optimization techniques of nonconvex functions, which were named
as approximate subdifferentials or ε-subdifferentials. After [5], several subsequent attempts were
made to further elaborate the definition to a more general setting with Gâteaux [12] or Fréchet
[13] differentiable norms. However, these results were restricted to Banach spaces. In [14], a
new definition of approximate subdifferentials for arbitrary locally convex spaces was given. With
this, numerous analytic results of approximate subdifferentials were discussed. In [15] and [16], a
general Banach theory of approximate subdifferentials was discussed. With the influence of these
developed results, Azimov and Gasimov [17, 18] proposed the concept of weak subdifferentials,
which are the generalization of classical subdifferential in which supporting hyperplanes were
replaced by supporting conic surfaces [19, 20]. To further extend this concept of weak subdiffer-
entials to nonsmooth analysis, the notion of sponges was defined by Treiman [21]. Based on this
notion, Boţ [22] defined the Dini Hadamard ε-subdifferentiability. In the developed results of Boţ
[22], it can be observed that the existence of a neighborhood around a point implies the existence
of a sponge at that point. However, if the set is convex, then a sponge around a point also implies
the existence of a neighborhood around that point (see Example 2.2 in [22]).

The theory of gH-Dini Hadamard ε-subdifferentials for IVFs is not studied yet. In the analysis
of gH-Dini Hadamard ε-subdifferentiability of an IVF, calculus plays a significant role. Initially,
Hukuhara [23] defined the notion of differentiability of IVFs by using the Hukuhara difference
(known as H-difference). However, this definition suffers certain drawbacks (see [27]). Neverthe-
less, Wu [24] presented the notions of limit, continuity, and differentiability of IVFs. Thereafter,
Markov [25] removed this downside of H-differentiability by introducing the idea of a new sub-
traction (known as nonstandard subtraction) and proposed the generalized calculus on intervals.
Furthermore, Stefanini and Bede [26] refined the concept of Hukuhara difference with the com-
mencement of generalized Hukuhara difference (known as gH-difference). After that, in [27], the
notion of generalized differentiability was discussed by using gH-difference of intervals for IVFs.
Also, Ghosh et al. [28] presented the notion of gH-directional derivative for IVFs. Motivated by
[29], the theory of gH-subdifferential and gH-subgradient of IVFs were discussed in [30]. With
this, numerous researchers [28, 31, 32, 33, 34, 35] have contributed to the gH-subdifferentiability
of IVFs.

This article involves the concept of gH-Dini Hadamard ε-subdifferential for IVFs. Towards
this, we have observed that the notion of gH-Dini Hadamard ε-subdifferential is more general than
the concept of gH-subdifferentiability. In the sequel, the relation of gH-subdifferentiability and
gH-Fréchet differentiability with gH-Dini Hadamard ε-subdifferentiability is given. Further, an
important concept of Hε -subgradient is given. To define this concept, the notions of sponge of a
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set and gH-calm IVF are discussed. The reason for defining these notions is that the existing results
are limited for neighbourhoods. It is known that every neighbourhood is a sponge, however, the
converse need not be true [21]. Thus the notion of sponge of a set is more general. Based on this,
several necessary and sufficient conditions for finding an ε-efficient solution to an IOP are derived.

1.2. Motivation and work done. It is known that, in conventional optimization theory, the ap-
proximate subdifferentials and the Dini Hadamard ε-subdifferentials are found to be minimal
among other conceivable subdifferentials. Also, on analyzing the literature on IOPs, it can be
noticed that the theory on gH-subgradients and gH-subdifferentiability has been developed re-
cently (see, e.g., [30, 31, 32, 33, 34, 35]). From the existing results on IOPs, one sees that the gH-
subdifferential set may be empty and there is no theory to study the behaviour of such IVFs (see Ex-
ample 3.1). However, with the help of the defined notion of gH-Dini Hadamard ε-subdifferentials,
these IVFs can be studied. Moreover, the concept of gH-Dini Hadamard ε-subdifferential contains
the set of gH-subdifferential and set of Fréchet derivatives; however, the converse is not true (see
Theorem 3.1 and 3.4). We have proposed the notion of Hε -subgradient, which is more general
than all the existing subdifferentials on IOPs (see [30, 31, 32, 33, 34, 35]) and also contains the
set of gH-Dini Hadamard ε-subdifferential (see Theorem 4.1). A variational description of gH-
Dini Hadamard ε-subgradient with Hε -subgradient was performed. To observe the application of
gH-Dini Hadamard ε-subdifferentiability in IOPs, we define the concept of ε-efficient solution to
an IOP. Based on the idea of ε-efficient solutions to an IOP, necessary and sufficient optimality
conditions to an IOP are given.

1.3. Delineation. The whole work is demonstrated in the following order. Section 2 covers
some basic tools of arithmetic on intervals and calculus of IVFs. In Section 3, the gH-Dini
Hadamard ε-subdifferentiability for IVFs with its several important characteristics is proposed.
In the same section, a few relations between gH-Fréchet differentiability and gH-Dini Hadamard
ε -subdifferentiability are given. Next, an important concept of Hε -subgradient is given in Section
4, which is based on the criterion of sponge of a set. Further, a variational interpretation of gH-Dini
Hadamard ε-subdifferential based on the sponge of a set is discussed. In Section 5, the concept
of ε-efficient solution followed by necessary and sufficient efficient conditions for finding an ε-
efficient solution to an IOP with the gH-Dini Hadamard ε-subgradient of its objective function are
given. An example to demonstrate the application of proposed results in sparsity regularizer for
IOPs is given. Finally, Section 6 covers the conclusion and future scopes.

2. PRELIMINARIES AND TERMINOLOGIES

In this section, basic tools on intervals, and convexity and calculus of IVFs are provided. In the
whole paper,

• R+ and R denote the collection of nonnegative real numbers and set of real numbers,
respectively;
• I(R) refers to the collection of all compact intervals;
• the elements of I(R) and I(R)n are denoted by bold capital letters and bold capital letters

with a cap, respectively;
• −∞ and +∞ represent the intervals [−∞,−∞] and [+∞,+∞];
• I(R) = I(R)∪{−∞,+∞}; and
• B(h,δ ) represents a ball with centre at h and radius δ in Rn.
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2.1. Fundamental operations and dominance relations on intervals. Let P,Q ∈ I(R) and β ∈
R. Moore’s [36] interval addition, subtraction, product, division, and scalar multiplication are
represented by P⊕Q, P	Q, P�Q, P�Q, and β �P, respectively. In defining P�Q, it is
assumed that 0 /∈Q.

For any nondegenerate interval P, the relation P	P = 0 does not hold. The following definition
of difference of intervals is used throughout this article.

Definition 2.1. (gH-difference [26]). Let P,Q∈ I(R). Then, the gH-difference between P = [p, p]
and Q = [q,q] is denoted by P	gH Q, defined by

P	gH Q =
[
min{p−q, p−q}, max{p−q, p−q}

]
and P	gH P = 0.

If the interval X is the gH-difference of P and Q, then

P = Q⊕X or Q = P	X.

For two elements Ĉ = (C1,C2, . . . ,Cn)
> and D̂ = (D1,D2, . . . ,Dn)

> in I(R)n, the algebraic
operation ? between Ĉ and D̂ on the product space I(R)n = I(R)× I(R)×·· ·× I(R) (n times) is
denoted by Ĉ? D̂ and defined as

Ĉ? D̂ = (C1 ?D1,C2 ?D2, . . . ,Cn ?Dn)
>,

where ? ∈ {⊕,	,	gH}.

Definition 2.2. (Norms on I(R) and I(R)n [36]). The norm of an interval S = [s,s] ∈ I(R) and an
interval vector Ŝ = (S1,S2, . . . ,Sn)

> ∈ I(R)n are defined by

‖S‖I(R) = max{|s|, |s|} and ‖Ŝ‖I(R)n =
n

∑
j=1
‖S j‖I(R), respectively.

Definition 2.3. (Dominance of intervals [24]). Consider two intervals C = [c,c] and D = [d,d] in
I(R).

(i) C is called dominated by D if ‘d ≤ c and d ≤ c’, and we write D � C;
(ii) C is said to be strictly dominated by D if either ‘d ≤ c and d < c’ or ‘d < c and d ≤ c’,

and we write D ≺ C;
(iii) if C is not dominated by D, then we write D � C. If C is not strictly dominated by D,

then we say that C and D are not comparable and we write D ⊀ C.

Remark 2.1. It can be noted that, for any Ĉ and D̂ in I(R)n,

Ĉ� D̂ ⇐⇒ C j � D j for all j = 1,2, . . . ,n.

Lemma 2.1. (See [35]). Let P,Q,R, and S ∈ I(R).
(i) If P� Q and Q� R, then P� R and

(ii) If P⊕Q� R⊕S, then P	gH R� S	gH Q.

Lemma 2.2. (See [36]). For A,B ∈ I(R) and y ∈ R, we have

y� (A⊕B) = y�A⊕ y�B.
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2.2. Calculus of IVFs. Throughout this article, we assume that Z is a nonempty subset of Rn,
unless mentioned otherwise. A function Ψ : Z → I(R) is called an IVF on Z . For any z ∈Z , Ψ

is represented as

Ψ(z) =
[
ψ(z),ψ(z)

]
,

where ψ and ψ are real-valued functions on Z satisfying ψ(z)≤ ψ(z) for each z ∈Z .

Definition 2.4. (Proper IVF). Let Ψ : Z → I(R) be an extended IVF. Then, Ψ is said to be proper
if there exists z̄ ∈Z such that

Ψ(z̄)≺ [+∞,+∞] and [−∞,−∞]≺Ψ(z) for all z ∈Z .

Definition 2.5. (Effective domain of IVF). Let Ψ : Z → I(R) be an extended IVF. The effective
domain of Ψ is defined as

dom(Ψ) =
{

z ∈Z : ‖Ψ(z)‖I(R) <+∞
}
.

Definition 2.6. (Linear IVF [28]). Let Z be a linear subspace of Rn. The function Ψ : Z → I(R)
is said to be linear if

(i) Ψ(λ z) = λ �Ψ(z) for all z ∈Z and for all λ ∈ R and
(ii) for all z, w ∈Z ,

either Ψ(z)⊕Ψ(w) = Ψ(z+w) or none of Ψ(z)⊕Ψ(w) and Ψ(z+w) dominates the other.

Definition 2.7. (Convex IVF [24]). Let Z be a convex subset of Rn. Then, an IVF Ψ is said to be
convex on Z if, for any z1,z2 ∈Z and δ1, δ2 ∈ [0,1] with δ1 +δ2 = 1,

Ψ(δ1z1 +δ2z2)� δ1�Ψ(z1)⊕δ2�Ψ(z2).

If ψ and ψ are convex on a convex set Z ⊆ Rn, then the IVF Ψ is convex on Z and vice-versa.

Definition 2.8. (gH-continuity [37]). Let Ψ be an IVF on Z . If, for any z̄ ∈Z and h ∈ Rn such
that z̄+h ∈Z , the limit

lim
‖h‖→0

(Ψ(z̄+h)	gH Ψ(z̄)) = 0 exists,

then Ψ is gH-continuous at z̄ ∈Z . Moreover, if Ψ is gH-continuous at each z ∈Z , then Ψ is said
to be gH-continuous on Z .

Definition 2.9. (gH-derivative [27]). Let Z be a nonempty subset of R. The gH-derivative of an
IVF Ψ at a point z̄ ∈Z and h ∈ R such that z̄+h ∈Z , is defined by

Ψ
′(z̄) = lim

h→0

1
h
� (Ψ(z̄+h)	gH Ψ(z̄)), provided the limit exists.

Definition 2.10. (gH-directional derivative [28]). The gH-directional derivative of an IVF Ψ at
z̄ ∈ Z in the direction h ∈ Rn such that z̄+ βh ∈ Z for sufficiently small β > 0, denoted by
ΨD(z̄)(h), is defined by

lim
β→0+

1
β
� (Ψ(z̄+βh)	gH Ψ(z̄)) , provided that the limit exists.
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Definition 2.11. (gH-Gâteaux derivative [28]). Let Ψ be an IVF on a nonempty open subset Z of
Rn. If, for each h ∈ Rn and at z̄ ∈Z , the limit

ΨG (z̄)(h) = lim
λ→0+

1
λ
� (Ψ(z̄+λh)	gH Ψ(z̄))

exists and ΨG (z̄) is a gH-continuous linear IVF from Rn to I(R), then ΨG (z̄) is called gH-Gâteaux
derivative of Ψ at z̄. If Ψ has a gH-Gâteaux derivative at z̄, then Ψ is called gH-Gâteaux differen-
tiable at z̄.

Definition 2.12. (gH-Fréchet derivative [28]). Let Ψ be an IVF on be a nonempty open subset Z
of Rn. For z̄ ∈Z and h ∈Rn, if there exists a gH-continuous and linear mapping ΨF : Z → I(R)
with the following property

lim
‖h‖→0

‖Ψ(z̄+h)	gH Ψ(z̄)	gH ΨF (h)‖I(R)

‖h‖
= 0,

then Ψ is said to have a gH-Fréchet derivative at z̄, denoted by ΨF .

Theorem 2.1. (See [28]). Let Z be a nonempty open subset of Rn and the Fréchet derivative of
IVF Ψ : Z → I(R) exists at some z̄ ∈Z . Then, the gH-Gâteaux derivative of Ψ at z̄ exists along
any h ∈ Rn and values of both the derivatives are equal.

Remark 2.2. (See [28]). Let Ψ be an IVF on a nonempty open subset Z of Rn. Let Ψ has gH-
Gâteaux derivative at z̄ ∈Z . Then, Ψ has gH-directional derivative at z̄ in every direction h ∈ Rn

also.

Definition 2.13. (gH-subgradient [30]). For an IVF Ψ : Z → I(R), an element Ŝ=(S1,S2, . . . ,Sn)
>

∈ I(R)n is called a gH-subgradient of Ψ at z̄ if

(w− z̄)>� Ŝ � Ψ(w)	gH Ψ(z̄) for all w ∈Z .

The set of all gH-subgradients of Ψ at z̄ is said to be gH-subdifferential and is denoted by ∂Ψ(z̄).

Definition 2.14. (Sequence in I(R)n [30]). An IVF Ψ̂ : N→ I(R)n is called a sequence in I(R)n.

Definition 2.15. (Convergence of a sequence in I(R)n [30]). Let {Ŝk} be a sequence in I(R)n. If,
for every ε > 0, we can find a p ∈ N such that

‖Ŝk	gH Ŝ‖I(R)n < ε for each k ≥ p,

then the sequence {Ŝk} is said to be convergent to Ŝ. Then, Ŝ is called the limit of the sequence
{Ŝk} and is represented as lim

k→∞
Ŝk = Ŝ.

Remark 2.3. (See [30]). If a sequence {Ŝk} in I(R)n converges to some Ŝ ∈ I(R)n, where Ŝk =

(S1k,S2k, . . . ,Snk)
> and Ŝ = (S1,S2, . . . ,Sn)

>, then it can be noted from Definition 2.2 that each
{S jk} in I(R) converges to S j ∈ I(R) for all j = 1,2, . . . ,n.



gH-DINI HADAMARD ε-SUBDIFFERENTIAL AND Hε -SUBGRADIENT FOR IVF 183

3. gH-DINI HADAMARD ε -SUBDIFFERENTIABILITY

We define the gH-Dini Hadamard ε-subdifferential set of an IVF by using gH-Dini Hadamard
derivative of an IVF followed by its several characterizations. Further, we prove that the concept of
gH-Dini Hadamard ε-subdifferential is more general than the concept of gH-subdifferentiability.
In the sequel, the relation of gH-subdifferentiability and gH-Fréchet differentiability with gH-Dini
Hadamard ε-subdifferentiability is discussed.

Definition 3.1. (gH-Dini Hadamard derivative of an IVF). Let Ψ be an IVF on Z . If, for z̄ ∈Z
and h ∈ Rn, the limit inferior

ΨDH (z̄)(h) = liminf
u→h

λ→0+

1
λ
� (Ψ(z̄+λu)	gH Ψ(z̄)) ,

exists and ΨDH (z̄)(h) is a linear IVF from Z to I(R), then the limit value is called gH-Dini
Hadamard derivative of Ψ at z̄ in the direction h.

Definition 3.2. (gH-Dini Hadamard ε-subdifferentiability of an IVF). Let Ψ : Z → I(R) be an
extended IVF that is finite at z̄ ∈Z . Then, for ε > 0, the gH-Dini Hadamard ε-subdifferential of
Ψ at z̄, denoted by ∂DH

ε Ψ(z̄), is defined as

∂
DH
ε Ψ(z̄) =

{
Ŝ ∈ I(R)n : (w− z̄)>� Ŝ�ΨDH (z̄)(w− z̄)⊕ ε‖w− z̄‖ for all w ∈Z

}
.

Then, Ŝ is called the gH-Dini Hadamard ε-subgradient of Ψ at z̄. Further, if ∂DH
ε Ψ(z̄) 6= /0, we

say that IVF Ψ is gH-Dini Hadamard ε-subdifferentiable at z̄.

Example 3.1. Let Ψ : R→ I(R) be an IVF given by Ψ(z) = [1,2]� |z|. Let us check the gH-
Dini Hadmard ε-subdifferentiability of Ψ at 0. Let us assume S = [s,s] ∈ ∂DH

ε Ψ(0) for ε > 0.
Therefore, for w ∈ R, we have

[s,s]� (w−0)�ΨDH (0)(w−0)⊕ ε|w−0|

=⇒ [s,s]�w� liminf
u→w

λ→0+

1
λ
� ([1,2]�|λu|)⊕ ε|w−0|

=⇒ [s,s]�w� [1,2]�|w|⊕ ε|w|.

We have the following two cases:

(i) For w≥ 0,

[s,s]� [1,2]⊕ ε =⇒ s≤ 1+ ε and s≤ 2+ ε.

(ii) For w < 0,

[s,s]�w� [1,2]� (−w)⊕ ε(−w) =⇒ [1,2]� (−1)⊕ ε(−1)� [s,s]

=⇒ [−2− ε,−1− ε]� [s,s]

=⇒ −2− ε ≤ s and −1− ε ≤ s.

Hence, in view of Case (i) and Case (ii), we have

∂
DH
ε Ψ(0) = {S ∈ I(R) :−2− ε ≤ s≤ 1+ ε and −1− ε ≤ s≤ 2+ ε}.
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FIGURE 1. The Geometrical representation of two possible gH-Dini Hadamard ε-
subgradients of Ψ of Example 3.1

A geometrical view of gH-Dini Hadamard ε-subdifferentiability of Ψ of Example 3.1 is given
in Figure 1. The IVF Ψ is depicted by the pink region. For ε = 1, the two possible gH-Dini
Hadamard ε-subgradients of Ψ at 0 are denoted by S1 and S2 and demonstrated by green region.

Example 3.2. In this example, we check the gH-Dini Hadamard ε-subdifferentiability of an IVF
Ψ : R→ I(R) which is given by Ψ(z) = [−2,−1]�|z| at z = 0. Let us assume S ∈ ∂DH

ε Ψ(0) for
0 < ε < 2. Therefore, for w ∈ R, we have

(w−0)�S�ΨDH (0)(w−0)⊕ ε|w−0|

=⇒ w�S� liminf
u→w

λ→0+

1
λ
� (Ψ(λu)	gH Ψ(0))⊕ ε|w|

=⇒ w�S� liminf
u→w

λ→0+

1
λ
� ([−2,−1]�|λu|)⊕ ε|w|

=⇒ w�S� [−2,−1]�|w|⊕ ε|w|.
We have the following two cases:

(i) For w≥ 0,

w�S� [−2,−1]�w⊕ εw =⇒ S� [−2,−1]⊕ ε.

(ii) For w < 0,

w�S� [−2,−1]� (−w)⊕ ε(−w) =⇒ [1,2]	gH ε � S.

From Case (i) and Case (ii), we can observe that, for any 0 < ε < 2, there does not exist any
S ∈ I(R) which satisfies both the cases simultaneously. Thus ∂DH

ε Ψ(z̄) is empty.

Theorem 3.1. Let Ψ be a gH-subdifferentiable IVF at z̄ in Z . Then, Ψ is gH-Dini Hadamard
ε-subdifferentiable at z̄ as well.
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Proof. If Ψ is gH-subdifferentiable at z̄, then there exists an Ŝ ∈ ∂Ψ(z̄) such that

(w− z̄)>� Ŝ�Ψ(w)	gH Ψ(z̄) for all w ∈Z . (3.1)

Also, for any ε > 0, the following relation holds:

Ψ(w)	gH Ψ(z̄)�Ψ(w)	gH Ψ(z̄)⊕ ε‖w− z̄‖ for all w ∈Z . (3.2)

Therefore, from (3.1) and (3.2), we conclude that, for all w ∈Z ,

(w− z̄)>� Ŝ�Ψ(w)	gH Ψ(z̄)⊕ ε‖w− z̄‖

=⇒ (w− z̄)>� Ŝ� liminf
u→(w−z̄)

λ→0+

1
λ
� (Ψ(z̄+λu)	gH Ψ(z̄))⊕ ε‖w− z̄‖

=⇒ (w− z̄)>� Ŝ�ΨDH (z̄)(w− z̄)⊕ ε‖w− z̄‖
=⇒ Ŝ ∈ ∂

DH
ε Ψ(z̄).

Thus Ψ is gH-Dini Hadamard ε-subdifferentiable at z̄. �

Remark 3.1. It is to be noted that the converse of the conclusion made in Theorem 3.1 need not
be true. For instance, consider the IVF discussed in Example 3.2: Ψ(z) = [−2,−1]�|z|. Let us
check the gH-subdifferentiability and gH-Dini Hadamard ε-subdifferentiability of Ψ at 0 for any
ε ≥ 2. From Example 3.2, it can be observed that the gH-Dini Hadamard ε-subdifferentiability of
Ψ at 0 is given by

∂
DH
ε Ψ(0) = {S ∈ I(R) : [1,2]	gH ε � S� [−2,−1]⊕ ε}.

Now the gH-subdifferential of Ψ at 0 is

w�S�Ψ(w)	gH Ψ(0)

=⇒ w�S� [−2,−1]�|w|.
There arise the following two cases:

(i) For w≥ 0,

S�w� [−2,−1]�w =⇒ S� [−2,−1].

(ii) For w < 0,

S�w� [−2,−1]� (−w) =⇒ [1,2]� S.

From Case (i) and Case (ii), we observe that for any ε ≥ 2 there does not exist any S∈ I(R), which
satisfies both the cases simultaneously. Hence, ∂Ψ(0) = /0.

Note 3.1. The graph of gH-Dini Hadamard ε-subdifferentiability of IVF Ψ at z = 0 of Remark
3.1 is depicted in Figure 2. For ε = 2.5, the two possible gH-Dini Hadamard ε-subgradients of
Ψ at 0 are denoted by S1 and S2. It can be observed that with the help of gH-Dini Hadamard ε-
subdifferentiability, the two subgradients z�S1 and z�S2 always supports the IVF (Ψ(z)⊕ ε|z|)
from below as demonstrated in Figure 2(b), which fails for IVF Ψ(z) (see Figure 2(a)).

Lemma 3.1. (Monotonic property of gH-Dini Hadamard ε-subdifferential). Let Ψ be an IVF on
Z . Then, for 0 < ε1 ≤ ε2, and z̄ ∈Z ,

∂
DH
ε1

Ψ(z̄)⊆ ∂
DH
ε2

Ψ(z̄).
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(a) The IVF Ψ(z) and gH-Dini Hadamard ε-
subgradients of Ψ

OO

(b) The IVF (Ψ(z)⊕ ε|z|) and gH-Dini Hadamard ε-
subgradients of Ψ

FIGURE 2. The geometrical representations of two possible gH-Dini Hadamard
ε-subgradients of Ψ of Remark 3.1

Proof. Let Ŝ ∈ ∂DH
ε1

Ψ(z̄). Then, for ε1 > 0 and for all w ∈Z , we have

(w− z̄)>� Ŝ � ΨDH (z̄)(w− z̄)⊕ ε1‖w− z̄‖.

Since ε1 ≤ ε2, then we obtain from (i) of Lemma 2.1 that

(w− z̄)>� Ŝ � ΨDH (z̄)(w− z̄)⊕ ε2‖w− z̄‖ for all w ∈Z .

Hence, ∂DH
ε1

Ψ(z̄)⊆ ∂DH
ε2

Ψ(z̄). �

Theorem 3.2. Let Ψ be an IVF on Z . Then, for any ε > 0 and z̄ ∈Z , ∂DH
ε Ψ(z̄) is a convex set.

Proof. Let us assume ∂DH
ε Ψ(z̄) is nonempty and there exist L̂, K̂ ∈ ∂DH

ε Ψ(z̄) for any ε > 0.
Then, for all w ∈Z ,

(w− z̄)>� L̂�ΨDH (z̄)(w− z̄)⊕ ε‖w− z̄‖ and

(w− z̄)>� K̂�ΨDH (z̄)(w− z̄)⊕ ε‖w− z̄‖

=⇒
n⊕

i=1

Li�hi �ΨDH (z̄)(h)⊕ ε‖h‖ and

n⊕
i=1

Ki�hi �ΨDH (z̄)(h)⊕ ε‖h‖ taking h = (w− z̄) ∈Z .
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Thus, for h ∈Z and λ1,λ2 > 0 with λ1 +λ2 = 1, we have

λ1�

(
n⊕

i=1

Li�hi

)
⊕λ2�

(
n⊕

i=1

Ki�hi

)
� λ1�ΨDH (z̄)(h)⊕λ2�ΨDH (z̄)(h)⊕ ε‖h‖

=⇒
n⊕

i=1

(λ1�Li⊕λ2�Ki)�hi �ΨDH (z̄)(h)⊕ ε‖h‖ from Lemma 2.2

=⇒ h>� (λ1� L̂⊕λ2� K̂)�ΨDH (z̄)(h)⊕ ε‖h‖.

Therefore, λ1� L̂⊕λ2� K̂ ∈ ∂DH
ε Ψ(z̄). Hence, ∂DH

ε Ψ(z̄) is a convex set. �

Theorem 3.3. Let Ψ be an IVF on Z . Then, for z̄ ∈Z and ε > 0, ∂DH
ε Ψ(z̄) is closed.

Proof. Let {Ŝk} be a sequence in ∂DH
ε Ψ(z̄) which converges to Ŝ ∈ I(R)n, where Ŝk = (Sk1,Sk2,

. . . ,Skn)
> and Ŝ = (S1,S2, . . . ,Sn)

>. Then, for all w ∈Z and Ŝk ∈ ∂DH
ε Ψ(z̄), we have

(w− z̄)>� Ŝk �ΨDH (z̄)(w− z̄)⊕ ε‖w− z̄‖
=⇒ h>� Ŝk �ΨDH (z̄)(h)⊕ ε‖h‖ taking h = (w− z̄) ∈Z

=⇒
n⊕

i=1

h>i �Ski �ΨDH (z̄)(h)⊕ ε‖h‖. (3.3)

Without loss of generality, let first m number of components of h in (3.3) be nonnegative and rest
(n−m) number of components be negative. Also, from Definition 3.1, we assume ΨDH (z̄)(h) =⊕n

i=1 Ri�hi and Ri ∈ I(R) for each i = 1,2, . . . ,n. Therefore,
m⊕

i′=1

hi′� Ŝki′⊕
n⊕

j=m+1

h j� Ŝk j �
m⊕

i′=1

Ri′�hi′⊕
n⊕

j=m+1

R j�h j⊕ ε‖h‖

or,
m⊕

i′=1

[ski′hi′,ski′hi′]⊕
n⊕

j=m+1

[sk jh j,sk jh j]�
m⊕

i′=1

[ri′hi,ri′hi]⊕
n⊕

j=m+1

[r jh j,r jh j]⊕ ε‖h‖.

Hence,
m

∑
i′=1

ski′hi′
+

n

∑
j=m+1

sk jh j ≤
m

∑
i=1′

ri′hi′+
n

∑
j=m+1

r jh j + ε‖h‖ and (3.4)

m

∑
i′=1

ski′hi′+
n

∑
j=m+1

sk jh j ≤
m

∑
i′=1

ri′hi′+
n

∑
j=m+1

r jh j + ε‖h‖. (3.5)

Since Ŝk converges to Ŝ, from Remark 2.3, the sequences ski′ and ski′ converge to si′ , and si′ ,
respectively, for each i′ and similarly for each j. Thus(

m

∑
i′=1

ski′hi′+
n

∑
j=m+1

sk jh j

)
→

(
m

∑
i′=1

si′hi′+
n

∑
j=m+1

s jh j

)
and (3.6)(

m

∑
i′=1

ski′hi′+
n

∑
j=m+1

sk jh j

)
→

(
m

∑
i′=1

si′hi′+
n

∑
j=m+1

s jh j

)
. (3.7)



188 ANSHIKA, K. KUMAR, D. GHOSH

From (3.4), (3.5), (3.6), and (3.7), we obtain(
m

∑
i′=1

si′hi′+
n

∑
j=m+1

s jh j

)
≤

m

∑
i′=1

ri′hi′+
n

∑
j=m+1

r jh j + ε‖h‖ and (3.8)(
m

∑
i′=1

si′hi′+
n

∑
j=m+1

s jh j

)
≤

m

∑
i′=1

ri′hi′+
n

∑
j=m+1

r jh j + ε‖h‖. (3.9)

In view of (3.8) and (3.9), we obtain[
m

∑
i′=1

si′hi′+
n

∑
j=m+1

s jh j,
m

∑
i′=1

si′hi′+
n

∑
j=m+1

s jh j

]
�ΨDH (z̄)(h)⊕ ε‖h‖

=⇒
m⊕

i′=1

[si′hi′,si′hi′]⊕
n⊕

j=m+1

[s jh j,s jh j]�ΨDH (z̄)(h)⊕ ε‖h‖

=⇒
m⊕

i′=1

Si′�hi′⊕
n⊕

j=m+1

S j�h j �ΨDH (z̄)(h)⊕ ε‖h‖

=⇒ h>� Ŝ�ΨDH (z̄)(h)⊕ ε‖h‖.

Thus Ŝ ∈ ∂DH
ε Ψ(z̄). Hence, ∂DH

ε Ψ(z̄) is closed. �

Theorem 3.4. Let Ψ be a gH-subdifferentiable and gH-Fréchet differentiable IVF at z̄∈Z . Then,
for any ε > 0, {ΨF (z̄)} ⊆ ∂DH

ε Ψ(z̄), where ΨF (z̄) is the Fréchet derivative of Ψ at z̄.

Proof. If Ψ is gH-subdifferentiable at z̄, then there exists Ŝ ∈ I(R)n satisfying

(w− z̄)>� Ŝ�Ψ(w)	gH Ψ(z̄) for any w ∈Z . (3.10)

Taking w = z̄+λe, λ ≥ 0, and e ∈Z in (3.10) such that ‖e‖= 1, we have

(λe)>� Ŝ�Ψ(z̄+λe)	gH Ψ(z̄)

=⇒ e>� Ŝ� 1
λ
� (Ψ(z̄+λe)	gH Ψ(z̄)).

Also, Ψ is gH-Fréchet differentiable at z̄. From Theorem 2.1 and Remark 2.2, for λ → 0+, we
have

e>� Ŝ�ΨF (z̄)(e). (3.11)

Replacing e by −e in the last relation, we see that

(−e)>� Ŝ�ΨF (z̄)(−e)

=⇒ ΨF (z̄)(e)� e>� Ŝ. (3.12)

Hence, from (3.11), (3.12), and Theorem 3.1, we obtain

ΨF (z̄) ∈ ∂Ψ(z̄) =⇒ {ΨF (z̄)} ⊆ ∂
DH
ε Ψ(z̄).

�
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Remark 3.2. The conclusion in Theorem 3.4 can be strict. For instance, consider an IVF Ψ :R→
I(R) given by Ψ(z) = 0� z. Let us calculate the gH-Fréchet derivative and gH-Dini Hadamard
ε-subdifferential of Ψ at z̄ = 0. Let us assume that there exists an S ∈ ∂DH

ε Ψ(0) satisfying that
for any w ∈ R,

(w−0)�S�ΨDH (0)(w−0)⊕ ε|w−0|

=⇒ w�S� liminf
u→w

λ→0+

1
λ
� (Ψ(λu)	gH Ψ(0))⊕ ε|w|

=⇒ w�S� 0⊕ ε|w|
=⇒ w�S� ε|w|.

There arise the following two cases:

(i) For w≥ 0, w�S� εw =⇒ S� ε.
(ii) For w < 0, S�w� ε(−w) =⇒ −ε � S.

In view of Case (i) and Case (ii), we have ∂DH
ε Ψ(0) = {S :−ε � S� ε}. Now assume that ΨF (z̄)

is the gH-Fréchet derivative of Ψ at z̄ = 0. Then,

lim
|h|→0

‖Ψ(z̄+h)	gH Ψ(z̄)	gH ΨF (h)‖I(R)

|h|
= 0 =⇒ lim

|h|→0

‖ΨF (h)‖I(R)

|h|
= 0 =⇒ ΨF (0) = 0.

Thus ΨF (0)⊂ ∂DH
ε Ψ(0).

Theorem 3.5. Let Ψ be gH-Dini Hadamard ε-subdifferentiable IVF at z̄ in Z . Then, for any ε > 0
and δ > 0,

∂
DH
ε ′ (δ �Ψ)(z̄) = δ �∂

DH
ε (Ψ)(z̄), where ε

′ = εδ .

Proof. Let Ŝ∈ δ �∂DH
ε (Ψ)(z̄). Then, we can write Ŝ = δ � Ŝ

′
such that Ŝ

′
∈ ∂DH

ε (Ψ)(z̄) for any
w ∈Z and

(w− z̄)>� Ŝ
′
�ΨDH (z̄)(w− z̄)⊕ ε‖w− z̄‖

=⇒ (w− z̄)>�
(

1
δ
� Ŝ
)
�ΨDH (z̄)(w− z̄)⊕ ε‖w− z̄‖

=⇒ (w− z̄)>� Ŝ� δ � (ΨDH (z̄)(w− z̄)⊕ ε‖w− z̄‖)

=⇒ (w− z̄)>� Ŝ� δ �

 liminf
u→(w−z̄)

λ→0+

1
λ
� (Ψ(z̄+λu)	gH Ψ(z̄))

⊕ εδ‖w− z̄‖

=⇒ (w− z̄)>� Ŝ� liminf
u→(w−z̄)

λ→0+

1
λ
� (δ �Ψ(z̄+λu)	gH δ �Ψ(z̄))⊕ εδ‖w− z̄‖

=⇒ (w− z̄)>� Ŝ� (δ �Ψ)DH (z̄)(w− z̄)⊕ ε
′‖w− z̄‖, where ε

′ = εδ

=⇒ Ŝ ∈ ∂
DH
ε ′ (δ �Ψ)(z̄).
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Conversely, we assume that Ŝ ∈ ∂DH
ε ′ (δ �Ψ)(z̄). Then, for any ε > 0 and w ∈Z , we have

(w− z̄)>� Ŝ� (δ �Ψ)DH (z̄)(w− z̄)⊕ ε
′‖w− z̄‖

=⇒ (w− z̄)>� Ŝ� liminf
u→(w−z̄)

λ→0+

1
λ
� (δ �Ψ(z̄+λu)	gH δ �Ψ(z̄))⊕ εδ‖w− z̄‖

=⇒ 1
δ
� ((w− z̄)>� Ŝ)�ΨDH (z̄)(w− z̄)⊕ ε‖w− z̄‖

=⇒ (w− z̄)>�
(

1
δ
� Ŝ
)
�ΨDH (z̄)(w− z̄)⊕ ε‖w− z̄‖

=⇒ 1
δ
� Ŝ ∈ ∂

DH
ε (Ψ)(z̄)

=⇒ Ŝ ∈ δ �∂
DH
ε (Ψ)(z̄).

Thus we conclude that ∂DH
ε ′ (δ �Ψ)(z̄) = δ �∂DH

ε (Ψ)(z̄), where ε ′ = εδ . �

4. Hε -SUBGRADIENT

We define the notion of Hε -subgradient for IVFs based on the notion of sponge of a set. Further,
it was proved that every gH-Dini Hadamard ε-subgradient at a point z̄ is also an Hε -subgradient
of Ψ at z̄. However, the converse need not be true. Furthermore, an interpretation of gH-Dini
Hadamard ε-subdifferential is discussed with the help of sponges.

Let Ψ be an IVF on Z . For all ε > 0, define an IVF Ψε : Z → I(R) by

Ψε(w) = Ψ(w)⊕ ε‖w− z̄‖ for all w ∈Z .

Lemma 4.1. Let Ψ be an IVF on Z . Then, for z̄ ∈Z and ε > 0,

ΨεDH (z̄)(w− z̄) = ΨDH (z̄)(w− z̄)⊕ ε‖w− z̄‖.

Proof. For ε > 0 and z̄ ∈Z , we have

ΨεDH (z̄)(w− z̄) = liminf
u→(w−z̄)

λ→0+

1
λ
� (Ψε(z̄+λu)	gH Ψε(z̄))

= liminf
u→(w−z̄)

λ→0+

1
λ
� ((Ψ(z̄+λu)⊕ ε‖λu‖)	gH Ψ(z̄))

= liminf
u→(w−z̄)

λ→0+

1
λ
� (Ψ(z̄+λu)	gH (Ψ(z̄))⊕ lim

u→(w−z̄)
ε‖u‖

= ΨDH (z̄)(w− z̄)⊕ ε‖w− z̄‖.

Thus we have the desired result. �

Remark 4.1. From Lemma 4.1, we can observe that, for all w ∈Z and ε > 0, an Ŝ ∈ ∂DH Ψε(z̄)
if and only if

(w− z̄)>� Ŝ�ΨεDH (z̄)(w− z̄)

⇐⇒ (w− z̄)>� Ŝ�ΨDH (z̄)(w− z̄)⊕ ε‖w− z̄‖.
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Therefore, for z̄ ∈Z and ε > 0, we have ∂DH
ε Ψ(z̄) = ∂DH Ψε(z̄).

Definition 4.1. (Sponge of a set [21]). Let S ⊆Z . If for any z̄ ∈Z and for all h ∈Z \{0}, we
can find a λ > 0 and δ > 0 satisfying z̄+[0,δ ] ·B(h,δ ) ⊆S , then S is said to be a sponge set
around z̄.

Definition 4.2. (Hε -subgradient for IVF). Let Ψ : Z → I(R) be an extended IVF on Z . Then, an
element Ŝ ∈ I(R)n is an Hε -subgradient of Ψ at z̄ if there exists a sponge S around z̄ ∈Z such
that

(w− z̄)>� Ŝ	gH ε‖w− z̄‖ �Ψ(w)	gH Ψ(z̄) for all w ∈S .

Theorem 4.1. Let Ψ be an IVF on Z and there exists an Ŝ ∈ ∂DH
ε Ψ(z̄). Then, for all γ > ε > 0,

Ŝ is an Hγ -subgradient of Ψ at z̄.

Proof. Let Ŝ ∈ ∂DH
ε Ψ(z̄) and γ > ε > 0. Consider the set

S = {w ∈Z : (w− z̄)>� Ŝ	gH γ‖w− z̄‖ �Ψ(w)	gH Ψ(z̄)} for all w ∈Z .

We demonstrate that S is a sponge around z̄. Let h ∈Z \{0}. Since Ŝ ∈ ∂DH
ε Ψ(z̄), then

h>� Ŝ	gH ε‖h‖ �ΨDH (z̄)(h)

or, h>� Ŝ	gH ε‖h‖ � liminf
u→h

λ→0+

1
λ
� (Ψ(z̄+λu)	gH Ψ(z̄))

or, h>� Ŝ	gH

(
γ + ε

2

)
‖h‖ � liminf

u→h
λ→0+

1
λ
� (Ψ(z̄+λu)	gH Ψ(z̄)) from (i) of Lemma 2.1

or, h>� Ŝ	gH γ‖h‖ � liminf
u→h

λ→0+

1
λ
� (Ψ(z̄+λu)	gH Ψ(z̄)) from (i) of Lemma 2.1.

Therefore, we can find a δ1 > 0 such that for all u ∈B(h,δ1)

u>� Ŝ	gH γ‖u‖ � h>� Ŝ	gH

(
γ + ε

2

)
‖h‖. (4.1)

From the definition of the limit inferior, there exists δ2 > 0 satisfying that, for all λ ∈ (0,δ2) and
u ∈B(h,δ2),

h>� Ŝ	gH

(
γ + ε

2

)
‖h‖ � 1

λ
� (Ψ(z̄+λu)	gH Ψ(z̄)) . (4.2)

Hence, from (4.1) and (4.2), there exists δ = 1
2 min{δ1,δ2} > 0 such that, for all λ ∈ (0,δ ] and

u ∈B(h,δ ),

(λu)>� Ŝ	gH γ‖λu‖ �Ψ(z̄+λu)	gH Ψ(z̄).

Thus, for all w ∈ z̄+[0,δ ] ·B(h,δ ), we have

(w− z̄)>� Ŝ	gH γ‖w− z̄‖ �Ψ(w)	gH Ψ(z̄).

Therefore, z̄+[0,δ ] ·B(h,δ ) ∈S . Thus, S is a sponge around z̄. �
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Remark 4.2. The converse of Theorem 4.1 need not be true. For example, consider an IVF Ψ :
R→ I(R) such that

Ψ(z) =

{
0, z ∈S

[−2,−1], otherwise,

where S is a sponge set around some z̄ ∈ R. We show that 0 is an Hε -subgradient of Ψ at z̄,
however 0 6∈ ∂DH

ε Ψ(z̄).
Let S ∈ I(R) be an Hε -subgradient of Ψ at z̄ and S be a sponge set around z̄. Then, for all

w ∈S ,

(w− z̄)�S	gH ε|w− z̄| �Ψ(w)	gH Ψ(z̄)

=⇒ (w− z̄)�S	gH ε|w− z̄| � [0,0]	gH Ψ(z̄).

We have the following cases:
(i) If z̄ ∈S , then

(w− z̄)�S	gH ε|w− z̄| � 0.
There arise the following two subcases:
(a) If (w− z̄)≥ 0, then

S	gH ε � 0 =⇒ S� ε.

(b) If (w− z̄)< 0, then

0� S	gH (−ε) =⇒ −ε � S.

Since ε > 0 is arbitrary, therefore subcases (a) and (b) of Case (i) occur simultaneously
when S = 0.

(ii) If z̄ 6∈S , then
(w− z̄)�S	gH ε|w− z̄| � [1,2].

There arise the following two sub cases:
(a) If (w− z̄)≥ 0, then

(w− z̄)�S	gH ε(w− z̄)� [1,2]

=⇒ (w− z̄)s≤ 1+ ε(w− z̄) and (w− z̄)s≤ 2+ ε(w− z̄).

(b) If (w− z̄)< 0, then

(w− z̄)�S	gH ε(z̄−w)� [1,2]

=⇒ (w− z̄)s≤ 1− ε(w− z̄) and (w− z̄)s≤ 2− ε(w− z̄).

Since (w− z̄) ∈ R and ε > 0 are arbitrary, therefore subcases (a) and (b) of Case (ii)
occur simultaneously when S = 0.

Thus, 0 is an Hε -subgradient of Ψ at z̄. Now, we show that 0 6∈ ∂DH
ε Ψ(z̄). Assume contrarily that

0 ∈ ∂DH
ε Ψ(z̄). Therefore, for all w ∈ R, we get

(w− z̄)�S�ΨDH (z̄)(w− z̄)⊕ ε|w− z̄|

=⇒ 0� liminf
u→(w−z̄)

λ→0+

1
λ
� (Ψ(z̄+λu)	gH Ψ(z̄))⊕ ε|w− z̄|.

We have the following cases:
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(i) If z̄ ∈S , then

0� liminf
u→(w−z̄)

λ→0+

1
λ
�Ψ(z̄+λu)⊕ ε|w− z̄|.

Therefore, we observe that for (z̄+λu) 6∈S , we get

0� liminf
λ→0+

1
λ
� [−2,−1]⊕ ε|w− z̄|,

which does not exist for any w ∈ R.
(ii) If z̄ 6∈S , then

0� liminf
u→(w−z̄)

λ→0+

1
λ
� (Ψ(z̄+λu)	gH [−2,−1])⊕ ε|w− z̄|.

Therefore, we observe that, for (z̄+λu) ∈S ,

0� liminf
λ→0+

1
λ
� [1,2]⊕ ε|w− z̄|,

which does not exist for any w ∈ R. In view of Case (i) and Case (ii), we can conclude that
0 6∈ ∂DH

ε Ψ at z̄.

Definition 4.3. (gH-calm IVF). Let Ψ be an IVF on Z . Then, Ψ is said to be a gH-calm IVF at
z̄ ∈Z if there exist c≥ 0 and δ > 0 such that

−c‖w− z̄‖ �Ψ(w)	gH Ψ(z̄) for all w ∈B(z̄,δ ).

Remark 4.3. (i) In view of Definition 4.3, it can be observed that there exist some constant
c≥ 0 such that, for every h in Z , we have

−c‖h‖ �ΨDH (z̄)(h).

(ii) From Definition 4.3, it can be noted that if Ψ is gH-calm IVF at z̄ ∈ Z . Then, ψ,ψ are
calm at z̄ ∈Z and vice-versa.

Lemma 4.2. Let Ψ be a gH-calm IVF at z̄∈Z , and Ŝ be an Hε -subgradient of Ψ at z̄∈Z . Then,
Ŝ ∈ ∂DH

ε Ψ(z̄).

Proof. If Ŝ is an Hε -subgradient of Ψ at z̄ ∈Z , then there exists a sponge S around z̄ satisfying

(w− z̄)>� Ŝ	gH ε‖w− z̄‖ �Ψ(w)	gH Ψ(z̄) for all w ∈S .

Letting h ∈Z \{0}, we can find a β > 0, δ > 0 such that λ ∈ (0,β ] and u ∈B(h,δ ), z̄+λu ∈S
and

u>� Ŝ	gH ε‖u‖ � 1
λ
� (Ψ(z̄+λu)	gH Ψ(z̄))

=⇒ liminf
u→h

λ→0+

u>� Ŝ	gH ε‖u‖ � liminf
u→h

λ→0+

1
λ
� (Ψ(z̄+λu)	gH Ψ(z̄))

=⇒ h>� Ŝ	gH ε‖h‖ �ΨDH (z̄)(h).

Therefore, Ŝ ∈ ∂DH
ε Ψ(z̄). �
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We next provide an interpretation of gH-Dini Hadamard ε-subdifferential by replacing neigh-
borhood with sponges.

Theorem 4.2. Let Ψ be an extended IVF on Z . For ε > 0 and z̄ ∈Z , Ŝ ∈ ∂DH
ε Ψ(z̄) if and only

if Ψ is gH-calm IVF at z̄ and for every α > 0, there exists a sponge S around z̄ such that

(w− z̄)>� Ŝ	gH (α + ε)‖w− z̄‖ �Ψ(w)	gH Ψ(z̄). (4.3)

Proof. Let Ŝ ∈ ∂DH
ε Ψ(z̄). Then, from Theorem 4.1, there exists a sponge S around z̄ satisfying

(w− z̄)>� Ŝ	gH (α + ε)‖w− z̄‖ �Ψ(w)	gH Ψ(z̄) for all w ∈S .

To prove the converse, we assume that Ψ is gH-calm IVF at z̄ and there exists an Ŝ ∈ I(R)n such
that (4.3) holds. We show that Ŝ ∈ ∂DH

ε Ψ(z̄), i.e.,

h>� Ŝ	gH ε‖h‖ �ΨDH (z̄)(h) for all h ∈Z .

Now, for all p ∈ N, take αp =
1
p . By the hypothesis, there exists a sponge Sp around z̄ such that

(w− z̄)>� Ŝ	gH

(
1
p
+ ε

)
‖w− z̄‖ �Ψ(w)	gH Ψ(z̄) for all w ∈Sp.

Thus, for h ∈Z and for every p ∈N, there exist tp > 0 and δp > 0 such that, for all λ ∈ (0, tp) and
u ∈B(h,δp), we have z̄+λu ∈Sp and

(λu)>� Ŝ	gH

(
1
p
+ ε

)
‖λu‖ �Ψ(z̄+λu)	gH Ψ(z̄)

or, liminf
u→h

λ→0+

u>� Ŝ	gH

(
1
p
+ ε

)
‖u‖ � liminf

u→h
λ→0+

1
λ
� (Ψ(z̄+λu)	gH Ψ(z̄))

or, h>� Ŝ	gH

(
1
p
+ ε

)
‖h‖ �ΨDH (z̄)(h).

Therefore, as p→ ∞, h>� Ŝ	gH ε‖h‖ �ΨDH (z̄)(h). Thus Ŝ ∈ ∂DH
ε Ψ(z̄). �

5. OPTIMALITY CONDITIONS ON NONSMOOTH INTERVAL OPTIMIZATION

In this section, we define a concept of an ε-efficient solution for IOPs and characterize ε-efficient
solutions with the help of the derived results on gH-Dini Hadamard ε-subdifferentiability of IVFs.

Definition 5.1. (ε-efficient solution of an IOP). Let Ψ be an IVF on Z . Then, for ε > 0, a point
z̄ ∈Z is called an ε-efficient solution to the IOP

min
z∈Z

Ψ(z) (5.1)

if, for all w ∈Z , Ψ(z̄)�Ψ(w)⊕ ε‖w− z̄‖.

Theorem 5.1. Let Ψ be an IVF on Z . If 0̂ ∈ ∂DH
ε Ψ(z̄) for some z̄ ∈Z , then z̄ is an ε-efficient

solution of the IOP (5.1).
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Proof. Let 0̂ ∈ ∂DH
ε Ψ(z̄) for some z̄ ∈Z . Then, for ε > 0 and for all w ∈Z , we have

(w− z̄)>� 0̂�ΨDH (z̄)(w− z̄)⊕ ε‖w− z̄‖

or, 0� liminf
u→(w−z̄)

λ→0+

1
λ
� (Ψ(z̄+λu)	gH Ψ(z̄))⊕ ε‖w− z̄‖

or, 0�

min

 liminf
u→(w−z̄)

λ→0+

ψ(z̄+λu)−ψ(z̄)

λ
, liminf

u→(w−z̄)
λ→0+

ψ(z̄+λu)−ψ(z̄)
λ

 ,

max

 liminf
u→(w−z̄)

λ→0+

ψ(z̄+λu)−ψ(z̄)

λ
, liminf

u→(w−z̄)
λ→0+

ψ(z̄+λu)−ψ(z̄)
λ


⊕ ε‖w− z̄‖. (5.2)

Now there arise following two cases.
(i) Let min

 liminf
u→(w−z̄)

λ→0+

ψ(z̄+λu)−ψ(z̄)

λ
, liminf

u→(w−z̄)
λ→0+

ψ(z̄+λu)−ψ(z̄)
λ




= liminf
u→(w−z̄)

λ→0+

ψ(z̄+λu)−ψ(z̄)

λ
.

In this case, from (5.2), we have

0�

 liminf
u→(w−z̄)

λ→0+

ψ(z̄+λu)−ψ(z̄)

λ
, liminf

u→(w−z̄)
λ→0+

ψ(z̄+λu)−ψ(z̄)
λ

⊕ ε‖w− z̄‖.

Thus, there exists a δ1 > 0 such that for all λ ∈ (0,δ1), we obtain

0≤
ψ(z̄+λ (w− z̄))−ψ(z̄)

λ
and 0≤ ψ(z̄+λ (w− z̄))−ψ(z̄)

λ

or, 0≤ ψ(z̄+λ (w− z̄))−ψ(z̄) and 0≤ ψ(z̄+λ (w− z̄))−ψ(z̄).

Therefore, for all w ∈Z , we have

0�Ψ(z̄+λ (w− z̄))	gH Ψ(z̄)⊕ ε‖w− z̄‖
=⇒ 0�Ψ(w)	gH Ψ(z̄)⊕ ε‖w− z̄‖
=⇒ Ψ(z̄)�Ψ(w)⊕ ε‖w− z̄‖.

(ii) Let min

 liminf
u→(w−z̄)

λ→0+

ψ(z̄+λu)−ψ(z̄)

λ
, liminf

u→(w−z̄)
λ→0+

ψ(z̄+λu)−ψ(z̄)
λ




= liminf
u→(w−z̄)

λ→0+

ψ(z̄+λu)−ψ(z̄)
λ

.
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Proceeding in a similar manner as in Case (i), we get the desired result. Thus,

Ψ(z̄)�Ψ(w)⊕ ε‖w− z̄‖ for all w ∈Z .

Thus, in view of Case (i) and Case (ii), z̄ is an ε-efficient solution to IOP (5.1). �

Theorem 5.2. Let Ψ : Z → I(R) be an IVF on Z . If z̄ is an ε-efficient solution to the IOP (5.1),
then, for each ε > 0,

0̂ ∈ ∂
DH
ε Ψ(z̄).

Proof. Let z̄ be an ε-efficient solution to IOP (5.1). Then, for all w ∈Z ,

Ψ(z̄)�Ψ(w)⊕ ε‖w− z̄‖
=⇒ 0� (Ψ(w)	gH Ψ(z̄))⊕ ε‖w− z̄‖

=⇒ 0� liminf
u→(w−z̄)

λ→0+

1
λ
� (Ψ(z̄+λu)	gH Ψ(z̄))⊕ ε‖w− z̄‖

=⇒ (w− z̄)>� 0̂�ΨDH (z̄)(w− z̄)⊕ ε‖w− z̄‖.

Therefore, 0̂ ∈ ∂DH
ε Ψ(z̄). �

Theorem 5.3. (Necessary condition for efficient points to an IOP). Let Ψ : Z → I(R) be an IVF
and z̄ be an ε-efficient solution to the IOP (5.1). If there exists an Ŝ ∈ ∂DH

ε Ψ(z̄), then

0� (w− z̄)>� Ŝ for all w ∈Z .

Proof. Let z̄ be an ε-efficient solution to IOP (5.1) and there does not exist any w ∈Z such that

0� (w− z̄)>� Ŝ.

Since Ŝ ∈ ∂DH
ε Ψ(z̄), there does not exist any w ∈Z such that

0� (w− z̄)>� Ŝ�ΨDH (z̄)(w− z̄)⊕ ε‖w− z̄‖

or, 0� liminf
u→(w−z̄)

λ→0+

1
λ
� (Ψ(z̄+λu)	gH Ψ(z̄))⊕ ε‖w− z̄‖.

Proceeding in a similar manner as in Theorem 5.1, we can conclude that there does not exist any
w ∈Z such that

Ψ(z̄)�Ψ(w)⊕ ε‖w− z̄‖,
which is a contradiction. Therefore, we obtain

0� (w− z̄)>� Ŝ for all w ∈Z .

�

Theorem 5.4. (Sufficient condition for efficient points to an IOP). Let Ψ be a convex IVF on Z . If
there exists an Ŝ ∈ ∂DH

ε Ψ(z̄) for some z̄ ∈Z and ε > 0 such that

0� (w− z̄)>� Ŝ for all w ∈Z , (5.3)

then z̄ is an ε-efficient solution to IOP (5.1).
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Proof. Let Ŝ ∈ ∂DH
ε Ψ(z̄) be such that the relation (5.3) is true. Therefore, for all w ∈Z , we have

(w− z̄)>� Ŝ�ΨDH (z̄)⊕ ε‖w− z̄‖
or, 0�ΨDH (z̄)⊕ ε‖w− z̄‖

or, 0� liminf
u→(w−z̄)

λ→0+

1
λ
� (Ψ(z̄+λu)	gH Ψ(z̄))⊕ ε‖w− z̄‖

or, 0�

min

 liminf
u→(w−z̄)

λ→0+

ψ(z̄+λu)−ψ(z̄))

λ
, liminf

u→(w−z̄)
λ→0+

ψ(z̄+λu)−ψ(z̄))
λ

 ,

max

 liminf
u→(w−z̄)

λ→0+

ψ(z̄+λu)−ψ(z̄))

λ
, liminf

u→(w−z̄)
λ→0+

ψ(z̄+λu)−ψ(z̄))
λ


⊕ ε‖w− z̄‖. (5.4)

Proceeding in a similar manner as in Theorem 5.1, we can conclude that z̄ is an ε-efficient solution
to IOP (5.1). �

Theorem 5.5. Let (−Ψ1) be gH-subdifferentiable and gH-Fréchet differentiable IVF at z̄ with
Fréchet derivative (−Ψ1F ) on Z . Let Ψ2 be an IVF on Z . If, for any ε > 0, z̄ is an ε-efficient
solution of Ψ1⊕Ψ2, then

(−Ψ1F )(z̄) ∈ ∂
DH
ε ′ Ψ2(z̄), where ε

′ = 2ε. (5.5)

Proof. Let (−Ψ1) is a gH-subdifferentiable and gH-Fréchet differentiable IVF at z̄ with Fréchet
derivative (−Ψ1F ) on Z , then we have from Theorem 3.4 that

{(−Ψ1F )(z̄)} ⊆ ∂
DH
ε (−Ψ1)(z̄) for ε > 0. (5.6)

Also, as z̄ is an ε-efficient solution of Ψ1⊕Ψ2, we have

(Ψ1⊕Ψ2)(z̄)� (Ψ1⊕Ψ2)(w)⊕ ε‖w− z̄‖
or, Ψ1(z̄)	gH Ψ1(w)�Ψ2(w)	gH Ψ2(z̄)⊕ ε‖w− z̄‖ from (ii) of Lemma 2.1

or, liminf
u→(w−z̄)

λ→0+

1
λ
� (Ψ1(z̄)	gH Ψ1(z̄+λu))� liminf

u→(w−z̄)
λ→0+

1
λ
� (Ψ2(z̄+λu)	gH Ψ2(z̄))⊕ ε‖w− z̄‖

or, (−Ψ1DH (z̄))�Ψ2DH (z̄)⊕ ε‖w− z̄‖
or, (−Ψ1DH (z̄))⊕ ε‖w− z̄‖ �Ψ2DH (z̄)⊕ (ε + ε)‖w− z̄‖
or, (−Ψ1DH (z̄))⊕ ε‖w− z̄‖ �Ψ2DH (z̄)⊕ ε

′‖w− z̄‖, 2ε = ε
′. (5.7)

In view of (5.6) and (5.7), we have

(w− z̄)>� (−Ψ1F )(z̄)� (−Ψ1DH (z̄))⊕ ε‖w− z̄‖ �Ψ2DH (z̄)⊕ ε
′‖w− z̄‖

(w− z̄)>� (−Ψ1F )(z̄)�Ψ2DH (z̄)⊕ ε
′‖w− z̄‖.

Thus (−Ψ1F )(z̄) ∈ ∂DH
ε ′ Ψ2(z̄). �

Theorem 5.6. Let Ψ be an IVF on Z and z̄ be an ε-efficient solution of the IOP (5.1). Then, for
any ε > 0,

∂
DH
ε 0(z̄)⊆ ∂

DH
ε ′ Ψ(z̄), where ε

′ = 2ε.
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Proof. Let Ŝ ∈ ∂DH
ε 0(z̄). Then, for all w ∈Z and ε > 0,

(w− z̄)>� Ŝ� 0DH (z̄)⊕ ε‖w− z̄‖. (5.8)

Also, as z̄ is an ε-efficient solution of (5.1), for each w ∈Z and ε > 0, we have

Ψ(z̄)�Ψ(w)⊕ ε‖w− z̄‖
=⇒ 0�Ψ(w)	gH Ψ(z̄)⊕ ε‖w− z̄‖
=⇒ ε‖w− z̄‖ �Ψ(w)	gH Ψ(z̄)⊕ (ε + ε)‖w− z̄‖

=⇒ ε‖w− z̄‖ � liminf
u→(w−z̄)

λ→0+

1
λ
� (Ψ(z̄+λu)	gH Ψ(z̄))⊕2ε‖w− z̄‖

=⇒ ε‖w− z̄‖ �ΨDH (z̄)⊕ ε
′‖w− z̄‖, ε

′ = 2ε. (5.9)

From (5.8), (5.9), and (i) of Lemma 2.1, we have

(w− z̄)>� Ŝ�ΨDH (z̄)⊕ ε
′‖w− z̄‖.

�

Therefore, Ŝ ∈ ∂DH
ε ′ Ψ(z̄). Thus ∂DH

ε 0(z̄)⊆ ∂DH
ε ′ Ψ(z̄).

Remark 5.1. In Theorem 5.6, the condition on z̄ to be an ε-efficient solution is necessary. For
instance, consider the IVF that was discussed in Remark 3.1: Ψ(z̄) = [−2,−1]� |z|. It can be
observed that 0 is not an ε-efficient point of Ψ and the gH-Dini Hadamard ε-subdifferentials of
IVFs Ψ and 0 at z̄ = 0, are given by

∂
DH
ε ′ Ψ(0) = {S : [1,2]	gH ε

′ � S� [−2,−1]⊕ ε
′} and

∂
DH
ε 0(0) = {S :−ε � S� ε}, respectively.

Therefore, for ε = 1, we have

∂
DH
ε ′ Ψ(0) = {S : [−1,0]� S� [0,1]} and ∂

DH
ε 0(0) = {S : [−1,−1]� S� [1,1]}.

It can be observed that [−1,−1] ∈ ∂DH
ε 0(z̄) but [−1,−1] 6∈ ∂DH

ε ′ Ψ(z̄).
Thus, ∂DH

ε 0(z̄) 6⊂ ∂DH
ε ′ Ψ(z̄).

Example 5.1. (An application example: Sparsity regularizer for IOPs). In many classification
problems, the data set may not be precise and thus involves uncertainty. This may be due to errors
in measurement, implementation, etc. We know that overfitting in a model is a common problem
which one faces; to remove this, we induce sparsity in our model. Let us consider the following
interval-valued regression problem:

min
w∈Rn

1
2 �‖y−w‖2

2�P, (5.10)

where y ∈ Rn and 0≺ P. Let us assume that w∗ = (w1,w2, . . . ,wn)
> be an efficient solution to the

IOP (5.10), and our aim is to constrain the efficient solution w∗ to be zero for some range of y. To
achieve our aim, we consider the following approximated IOP:

min
w∈Rn

(Ψ1(w,y)⊕Ψ2(w,y)) = min
w∈Rn

(1
2 �‖y−w‖2

2�P⊕λ �‖w‖1�Q
)
,
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where Ψ1(y,w) = 1
2 �‖y−w‖2

2�P, Ψ2(y,w) = λ �‖w‖1�Q, λ > 0, and 0�Q. From Theorem
5.5, we can see that if w∗ is an ε-efficient solution of (Ψ1(w,b)⊕Ψ2(w,b)), then relation (5.5)
holds. In the below, we characterize w∗ with the help of (5.5).

From Definition 2.12, we observe that Ψ1 is gH-Fréchet differentiable at w∗ ∈ Rn, and we have

Ψ1F (w∗) = ∇Ψ(w∗) =(D1Ψ(w∗),D2Ψ(w∗), . . . ,DnΨ(w∗))>

=((w∗1− y1)�P,(w∗2− y2)�P, . . . ,(w∗n− yn)�P)>.

Also, by using Example 3.1, the gH-Dini Hadamard ε-subgradient of Ψ2 at w∗ is given by

∂
DH
ε Ψ2(w∗) ∈


λ �Q, if w∗i > 0
(−1)�λ �Q, if w∗i < 0
Gi ∈ I(R) : (−1)�λ �Q⊕ (−ε)�Gi � λ �Q⊕ ε, if w∗i = 0.

Therefore, in view of Theorem 5.5, w∗ is an ε-efficient solution of (Ψ1⊕Ψ2) if

(w∗i − yi)�P ∈


λ �Q, if w∗i > 0
(−1)�λ �Q, if w∗i < 0
Gi ∈ I(R) : (−1)�λ �Q⊕ (−ε)�Gi � λ �Q⊕ ε, if w∗i = 0.

In view of the above relation, we can observe that, for w∗ = 0,

(w∗i − yi)�P ∈Gi =⇒ y∗i ∈ [w∗i ,w
∗
i ]	gH (Gi�P).

With the help of the above relation, we can obtain a range of yi for which w∗ is zero, and this will
help in achieving w∗ to be an optimal solution to the problem.

6. CONCLUSION

In this paper, the concept of gH-Dini Hadamard ε-subdifferentiabilty of IVF (Definition 3.1)
with its several characterizations were studied. It was observed that the gH-subdifferentiability
implies the gH-Dini Hadamard ε-subdifferentiability (Theorem 3.1). However, the converse need
not be true (Remark 3.1). Further, a relation of gH-Dini Hadamard ε-subdifferentiability with
the Fréchet derivative of an IVF (Theorem 3.4) was discussed. We proposed the notion of Hε -
subgradient (Definition 4.2) of IVF with the help of sponge of a set. A variational interpretation of
gH-Dini Hadamard ε-subdifferentiabilty of an IVF with sponges and gH-calm IVF (Theorem 4.2)
was given. To develop this relation, we derived two important results (Theorem 4.1 and Lemma
4.2) based on sponges and gH-calm IVF. We further defined the notion of ε-efficient solution of an
IOP. Thereafter, we discussed several necessary and sufficient conditions for an ε-efficient solution
of an IOP (Theorems 5.1, 5.2, 5.3, and 5.4). Finally, an example to demonstrate the application of
the proposed results in sparsity regularizer was given (Example 5.1).

In the future, we try to apply the developed theory on the stability and duality of non-convex
IVFs via augmented Lagrangian IVF. The related Lagrangian IVF can be constructed with the help
of supporting cones to the epigraph of a usual perturbed IVF. Basically, we attempt to solve the
following IOP:

inf Ψ(z)

subject to g(z)� 0,z ∈ Z,

}
, (6.1)
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where Ψ : Z→ I(R) is an IVF and g is a mapping from Z to Y . Here X is a real linear space and
Z is a nonempty subset of X . Let Y be a real normed space and Y ∗ be the dual of Y . Let C be a
closed and convex pointed cone (i.e., C∩ (−C) = {0}) with its vertex at the origin of Y and C∗ is
the dual cone of the cone C defined as

C∗ = {u∗ ∈ Y : 〈u,u∗〉 ≥ 0 for all u ∈C}.

The set D= {x∈X : x∈ Z, g(x)≤ 0} is the feasible set of IOP (6.1). Let B∗= {b∗ ∈Y ∗ : ‖b∗‖≤ 1}
be the unit ball in Y ∗. The augmented Lagrangian IVF for the IOP (6.1) can be defined as

L(z,u∗,ε) = Ψ(z)	gH 〈u∗,g(z)〉⊕λ (g(z),u∗,ε)), z ∈ Z,(u∗,ε) ∈V,

where λ : Y ×Y ∗×R+→ R is a real-valued function such that

λ (u,u∗,ε) = sup{〈u,εb∗〉 : b∗ ∈ B∗ and εb∗− y∗ ∈C∗}

and V is the following subset of Y ∗×R+:

V = {(y∗,ε) ∈ Y ∗}×R+ : εb∗− y∗ ∈C∗} for some b∗ ∈ B∗.

Then, a related dual IOP is given by

sup
(y∗,ε)∈V

H(y∗,ε),

where H : Y ∗×R+→ I(R) is the dual IVF and H(y∗,ε) = inf
z∈Z

L(z,y∗,ε).
The supporting cones to the epigraph of a usual perturbation function can be defined as

C(y∗,ε) = {(u,a) ∈ Y ×R :−ε‖u‖+ 〈u,u∗〉 ≥ a} for all ε > 0 and u∗ ∈ Y ∗.

We shall attempt to prove that the use of supporting cones instead of supporting hyperplanes may
lead to the notion of a gH-Dini Hadamard ε-subdifferential for IVFs.
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