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Abstract. We study a new class of variational inclusion problems in the framework of real Hilbert spaces.
We propose two Tseng-type algorithms with inertial extrapolation for solving these problems and carry out
the convergence analysis of these two methods. We also give an application of our results to solve convex
bilevel optimization problems.
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1. INTRODUCTION

Let H and Hk, k = 1,2, . . . ,K, be real Hilbert spaces. For each k, let Ak : Hk ⇒ Hk be a
maximal monotone operator, Bk : Hk→Hk be a monotone and Lk-Lipschitz continuous operator,
and Tk : H →Hk be a bounded and linear operator with adjoint T ∗k : Hk→H . Let F : H →H
be a strongly monotone and Lipschitz continuous operator.

In this paper, we study the following variational inequality over the solution sets of split variational
inclusion problems with multiple output sets (called VI-SM, for short):

Find x ∈S := ∩K
k=1T−1

k (Ak +Bk)
−1(0) (1.1)

such that
〈F x,y− x〉 ≥ 0 ∀y ∈S . (1.2)

Problem (1.1)–(1.2) encompasses many known problems, such as the split feasibility problem with
multiple output sets [1], the split common null point problem with multiple output sets [2], the
variational inequality problem over the solution sets of split variational inclusion problems [3], and
the split common fixed point problem with multiple output sets [4].
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If K = 1,H =H1, and T1 = I, the identity operator, then (1.1) reduces to the following variational
inclusion problem (VI, for short):

Find x ∈H such that x ∈ (A+B)−1(0). (1.3)

Under the given data, VI (1.3) is in general ill-posed, but combining it with (1.2) ensures well-
posedness. A prominent iterative scheme for solving (1.3) is the forward-backward splitting method
(FBSM) [5]: For x1 ∈H , let

xn+1 = (I +λnA)−1(xn−λnBxn), n ∈ N, (1.4)

where {λn} is the sequence of step sizes. It is known that the sequences generated by FBSM
converge weakly if λn ∈ (0, 2

L), where 1
L is the constant of co-coercivity of B. Note that every co-

coercive (inverse strongly monotone) operator is monotone and Lipschitz continuous (see Definition
2.1), but the converse is not true in all cases.

As important as the FBSM is, generally, its convergence is not guaranteed when B is monotone,
but not co-coercive. This drawback motivates the invention of the forward-backward-forward
splitting method (FBFSM) by Tseng [6]: For x1 ∈H , let{

yn = (I +λnA)−1(xn−λnBxn),
xn+1 = yn−λn(Byn−Bxn),n ∈ N, (1.5)

where the step size λn is chosen by a certain line search technique.
VI-SM has recently been studied by Reich et al. [3] for the case where the Bks are co-coercive.

In order to solve the problem, they proposed an iterative scheme which is a combination of an
inertial forward-backward splitting method and a steepest descent method, and they proved a strong
convergence theorem for it. The inertial technique first appeared in Polyak [7]. Since then, it has
been applied to countless iterative schemes; see, e.g., [8, 9, 10, 11, 12] and the references therein
for more details on the inertial technique.

The assumption made in [3] that Bks are inverse strongly monotone is a strong one. In this study,
we weaken this assumption and solve the VI-SM under the assumption that the Bks are monotone
and Lipschitz continuous. However, in view of the drawbacks of the FBSM, one should expect
similar drawbacks in trying to apply the method proposed by Reich et al. [1] to solving the VI-SM
in the case where the Bks are merely monotone. Therefore, motivated by the need to devise a more
general useful iterative scheme, we propose in this paper two self-adaptive Tseng-type forward-
backward-forward splitting methods for solving the VI-SM. We also prove that the sequences
generated by each of these methods converge strongly to a solution of the VI-SM under some mild
assumptions on the control parameters.

We describe the organization of our paper as follows. Preliminaries are presented in Section 2.
Indeed, we present some definitions of key terminologies and state some lemmata that are important
to our study. In Section 3, we present our algorithms and the convergence analysis of each of them.
We devote Section 4 to an application of our results to a convex bilevel optimization problem. We
also present some numerical experiments. The last section, Section 5, contains some conclusions of
our work.

2. PRELIMINARIES

Suppose that H is a real Hilbert space with inner product 〈·, ·〉 and induced norm ‖ · ‖. Let C
be a nonempty, closed, and convex subset of H . We denote by xn→ x and xn ⇀ x the strong and
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the weak convergence of a sequence {xn} to a point x, respectively. The identity operator on H is
denoted by I. For simplicity, we let [K] := {1,2, . . . ,K}.

Definition 2.1. [13] A mapping T : H →H is said to be
(i) L-Lipschitz continuous if there exists a constant L > 0 such that

‖T x−Ty‖ ≤ L‖x− y‖, ∀x,y ∈H ,

and a strict contraction if L ∈ (0,1);
(ii) β -strongly monotone if there exists a constant β > 0 such that

〈T x−Ty,x− y〉 ≥ β‖x− y‖2, ∀x,y ∈H ;

(iii) β -inverse strongly monotone if there exists a constant β > 0 such that

〈T x−Ty,x− y〉 ≥ β‖T x−Ty‖2, ∀x,y ∈H ;

(iv) monotone if 〈T x−Ty,x− y〉 ≥ 0, ∀x,y ∈H .

Definition 2.2. [13] Let A : H ⇒ H be a set-valued operator.
(i) A is called monotone if

〈x− y,u− v〉 ≥ 0 ∀(x,u),(y,v) ∈ G (A) := {(x,u) ∈H ×H : u ∈ Ax}.
(ii) The monotone operator A is called a maximal monotone operator if G (A) is not properly

contained in the graph of any other monotone operator.
(iii) For a maximal monotone operator A and a number λ > 0, the resolvent of A of parameter λ

is the operator given by JλA := (I +λA)−1.

Lemma 2.1. [14] Let H be a real Hilbert space. Let A : H ⇒ H be a maximal monotone
operator, and let B : H →H be a monotone and Lipschitz continuous operator. Then the mapping
M = A+B is a maximal monotone operator.

Lemma 2.2. [15] Let H be a real Hilbert space. Suppose that F : H →H is κ-Lipschitz and
β -strongly monotone over a closed and convex subset C ⊂H . Then the variational inequality
problem

Find ū ∈C such that 〈F ū,v− ū〉 ≥ 0 ∀v ∈C
has a unique solution ū ∈C.

Lemma 2.3. [16] Let {Ψn} be a sequence of non-negative real numbers, {an} be a sequence of

real numbers in (0,1) such that
∞

∑
n=1

an = ∞, and {bn} be a sequence of real numbers. Assume

that Ψn+1 ≤ (1− an)Ψn + anbn, n ≥ 1. If limsup
k→∞

bnk ≤ 0 for every subsequence {Ψnk} of {Ψn}

satisfying liminf
k→∞

(
Ψnk+1−Ψnk

)
≥ 0, then lim

n→∞
Ψn = 0.

3. MAIN RESULTS

We are now in a position to present our iterative schemes and carry out their convergence analyses.
Below are the assumptions on the control sequences of our iterative schemes.

Assumption 3.1.

(a) The sequence {αm} ⊂ (0,1) satisfies lim
m→∞

αm = 0 and
∞

∑
m=1

αm = ∞;
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(b) The sequence {σm} satisfies 0≤ σm < σ and lim
m→∞

σm
αm

= 0 for some σ > 0;

(c) For each k ∈ [K], Ak : Hk ⇒ Hk is a maximal monotone operator and Bk : Hk→Hk is a
monotone and Lk-Lipschitz continuous operator;

(d) The operator F : H →H is γ-strongly monotone and L-Lipschitz continuous;
(e) For each k ∈ [K], Tk : H →Hk is a bounded linear operator with adjoint T ∗k : Hk→H ;
(f) S := {x ∈H : x ∈ ∩k∈[K]T

−1
k (Ak +Bk)

−1(0)} 6= /0;
(g) τ ∈ (0, 2γ

L2 ).

Algorithm 3.1. Tseng-type Method 1
Initialization: Let x0,x1 ∈H , µ ∈ (0,1), θ ≥ 0, and λ1 > 0 be given.
Iterative steps: Calculate xm+1 as follows:
Step 1: Given the iterates xm−1 and xm (m≥ 1), choose

θm =

min
{

θ , σm
‖xm−xm−1‖

}
, if xm 6= xm−1,

θ , otherwise.

Compute
wm = xm +θm(xm− xm−1). (3.1)

Step 2: Compute
yk

m = JAk
λm
(Tkwm−λmBkTkwm). (3.2)

Step 3: Select km such that

‖ykm
m −Tkmwm‖= max

k
‖yk

m−Tkwm‖

and compute
tm = ykm

m −λm(Bkmykm
m −BkmTkmwm),

vm = wm−ηmT ∗km
(Tkmwm− tm), (3.3)

where ηm is chosen so that for some ε > 0 small enough, ηm ∈
[

ε,
‖Tkmwm−tm‖2

‖T ∗km
(Tkm wm−tm)‖2 − ε

]
when

Tkmwm− tm 6= 0, else, ηm = η > 0.
Step 4: Compute

xm+1 = (I−αmτF )vm. (3.4)

Update

λm+1 =

min
{

λm,
µ‖ykm

m −Tkmwm‖
‖Bkmykm

m −Bkm Tkmwm‖

}
, if Bkmykm

m 6= BkmTkmwm,

λm, otherwise.

Set m := m+1 and go back to Step 1.

Remark 3.1. (1) From Step 1 and Assumption 3.1(b), one can deduce that lim
m→∞

θm
αm
‖xm−

xm−1‖= 0, which implies that there exists a number M > 0 such that θm
αm
‖xm− xm−1‖ ≤M

∀m ∈ N.
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(2) The sequence {λm} generated by Algorithm 3.1 is decreasing and we have

lim
m→∞

λm = λ ≥min
{

λ1,
µ

L

}
(see, for example, [10]).

Proposition 3.1. The sequence {xn} generated by Algorithm 3.1 is bounded.

Proof. Let x ∈S . Then, for each k ∈ [K], 0 ∈ (Ak +Bk)Tkx. It follows from (3.2) that, for each
k ∈ [K],

Tkwm−λmBkTkwm− yk
m +λmBkyk

m ∈ λm(Ak +Bk)yk
m. (3.5)

According to Lemma 2.1, the operator (Ak +Bk) is maximal monotone. Therefore, it follows from
(3.5) that

〈Tkwm− yk
m−λm(BkTkwm−Bkyk

m),y
k
m−Tkx〉 ≥ 0. (3.6)

Let tm := ykm
m −λm(Bkmykm

m −BkmTkmwm). Then we obtain

‖vm− x‖2 = ‖wm−ηmT ∗km
(Tkm− tm)− x‖2

= ‖wm− x‖2−2ηm〈wm− x,T ∗km
(Tkmwm− tm)〉+η

2
m‖T ∗km

(Tkmwm− tm)‖2

= ‖wm− x‖2−2ηm〈Tkmwm−Tkmx,Tkmwm− tm〉+η
2
m‖T ∗km

(Tkmwm− tm)‖2. (3.7)

Moreover, using (3.6) and the identity 〈a,b〉= 1
2 [‖a‖

2 +‖b‖2−‖a−b‖2], we find that

〈Tkmwm−Tkmx,Tkmwm− tm〉 = 〈Tkmwm− ykm
m ,Tkmwm− tm〉+ 〈ykm

m −Tkmx,Tkmwm− tm〉
≥ 〈Tkmwm− ykm

m ,Tkmwm− tm〉

=
1
2
(‖Tkmwm− ykm

m ‖2 +‖Tkmwm− tm‖2−‖ykm− tm‖2). (3.8)

From the choice of {ηm} in Step 3, we see that

ηm(‖Tkmwm− tm‖2−ηm‖T ∗km
(Tkmwm− tm)‖2) ≥ εηm‖T ∗km

(Tkmwm− tm)‖2

≥ ε
2‖T ∗km

(Tkmwm− tm)‖2. (3.9)

Substituting (3.8) and (3.9) in (3.7), we obtain

‖vm− x‖2 ≤ ‖wm− x‖2−ηm(‖Tkmwm− ykm
m ‖2 +‖Tkmwm− tm‖2−‖ykm

m − tm‖2)

+η
2
m‖T ∗km

(Tkmwm− tm)‖2

= ‖wm− x‖2−ηm(‖Tkmwm− ykm
m ‖2−λ

2
m‖Bkmykm

m −BkmTkmwm‖2)

−ηm(‖Tkmwm− tm‖2−ηm‖T ∗km
(Tkmwm− tm)‖2)

≤ ‖wm− x‖2−ηm(1−
λ 2

mµ2

λ 2
m+1

)‖Tkmwm− ykm
m ‖2− ε

2‖T ∗km
(Tkmwm− tm)‖2.(3.10)

Also, using [17, Lemma 2], we see that

‖xm+1− x‖ = ‖(I−αmτF )vm− (I−αmτF )x−αnτF x‖
≤ ‖(I−αmτF )vm− (I−αmτF )x‖+αnτ‖F x‖
≤ (1−αmν)‖vm− x‖+αmτ‖F x‖, (3.11)
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where
0 < ν := 1−

√
1− τ(2γ− τL2

1)< 1.

Furthermore, it follows from Remark 3.1 (2) that

lim
m→∞

(
1− λ 2

m

λ 2
m+1

µ
2
)
= 1−µ

2 > 1−µ > 0.

Using (3.10), we can now find m0 ∈ N such that

‖vm− x‖2 ≤ ‖wm− x‖2−ηm(1−µ)‖Tkmwm− ykm
m ‖2− ε

2‖T ∗km
(Tkmwm− tm)‖2 ∀m≥ m0. (3.12)

In view of Remark 3.1 (1) and (3.1), we see that

‖wn− x‖ ≤ ‖xn− x‖+αmM. (3.13)

Therefore it follows from (3.11), (3.12), and (3.13) that

‖xm+1− x‖ ≤ (1−αnν)‖xm− x‖+αmν
(M+ τF x)

ν

≤ max
{
‖xm− x‖, (M+ τF x)

ν

}
...

≤ max
{
‖xm0− x‖, (M+ τF x)

ν

}
.

Thus, using the above analysis, we conclude that {‖xm− x‖} is a bounded sequence. Consequently,
the sequence {xm} is bounded, as asserted. �

Theorem 3.1. Under Assumption 3.1, the sequence {xm} converges strongly to x† ∈S , where x†

is the unique solution to the variational inequality problem (VIP) 〈F x†,y− x†〉 ≥ 0 for all y ∈S .

Proof. Note that S is a closed and convex subset of H . According to Lemma 2.2, there exists a
unique solution x† ∈S to the VIP

〈F x†,y− x†〉 ≥ 0 ∀y ∈S . (3.14)

It follows from (3.4) that

‖xm+1− x†‖2 = ‖(I−αmτF )(vm− x†)−αmτF x†‖2

= ‖(I−αmτF )(vm− x†)‖2−2αmτ〈(1−αmτF )(vm− x†),F x†〉
+α

2
mτ

2‖F x†‖2

= ‖(I−αmτF )(vm− x†)‖2−2αmτ〈F x†,xm+1− x†〉−α
2
mτ

2‖F x†‖2

≤ ‖(I−αmτF )(vm− x†)‖2−2αmτ〈F x†,xm+1− x†〉
≤ (1−αmν)‖vm− x†‖2−2αmτ〈F x†,xm+1− x†〉. (3.15)

Also, from (3.1), we obtain

‖wn− x†‖2 = ‖xm +θm(xm− xm−1)− x†‖2

≤ ‖xm− x†‖2 +2θm〈xm− xm−1,wm− x†〉
≤ ‖xm− x†‖2 +2σm‖wm− x†‖. (3.16)
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Thus it follows from (3.12), (3.15), and (3.16) that, ∀m≥ m0,

‖xm+1− x†‖2 ≤ (1−αmν)‖xm− x†‖2−ηm(1−µ)(1−αmν)‖Tkmwm− ykm
m ‖2

−ε
2(1−αmν)‖T ∗km

(Tkmwm− tm)‖2 +2αmτ〈F x†,x†− xm+1〉
+2σm‖wm− x†‖ (3.17)

≤ (1−αmν)‖xm− x†‖2 +αmν

(
2τ〈F x†,x†− xm+1〉

ν
+2

σm‖wm− x†‖
αmν

)
.

At this juncture, we define Ψm := ‖xm− x†‖2 and Γm :=
(

2τ〈F x†,x†−xm+1〉
ν

+2σm‖wm−x†‖
αmν

)
. Hence,

the last inequality becomes
Ψm+1 ≤ (1−αmν)Ψm +αmνΓm. (3.18)

By Assumption 3.1 (b) and Proposition 3.1, one sees that {Γm} is bounded. In order to use Lemma
2.3, one assumes that {Ψm j} is a subsequence of {Ψm} such that liminf

j→∞
(Ψm j+1−Ψm j)≥ 0. Then

it follows from (3.17) that

limsup
j→∞

(ηm j(1−µ)‖Tkmwm j − ykm
m j
‖2 + ε

2‖T ∗km
(Tkmwm j − tm j)‖

2)

≤ limsup
j→∞

((Ψm j −Ψm j+1)+αm jν(Γm j −Ψm j)

≤ − liminf
j→∞

(Ψm j+1−Ψm j)

≤ 0. (3.19)

Using (3.19), we infer that

lim
j→∞
‖Tkmwm j − ykm

m j
‖= 0 and lim

j→∞
‖T ∗km

(Tkmwm j − tm j)‖= 0. (3.20)

In view of the choice of km and (3.20), it is not difficult to see that

lim
j→∞
‖Tkwm j − yk

m j
‖= 0, for each k,

and therefore, lim j→∞ ‖BkTkwm j −Bkyk
m j
‖= 0. It also follows from (3.20) and (3.3) that

lim
j→∞
‖vm j −wm j‖= 0. (3.21)

In view of Remark 3.1 (1) and (3.1), it is easy to see that

lim
j→∞
‖wm j − xm j‖= 0. (3.22)

Combining (3.21), (3.22), and (3.4), we now obtain

lim
j→∞

xm j+1 = lim
j→∞

vm j = lim
j→∞

wm j = lim
j→∞

xm j . (3.23)

Since {xm j} is bounded, there exists a subsequence {xm ji
} of {xm j} such that xm ji

⇀ x̃ as i→∞ and

limsup
j→∞

〈F x†,x†− xm j+1〉 = lim
i→∞
〈F x†,x†− xm ji+1〉

= 〈F x†,x†− x̃〉. (3.24)

From (3.20) and (3.22), it follows that yk
m ji

⇀ Tkx̃ for each k ∈ [K] and as i→ ∞.
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Now, let (ẽ, f̃ ) ∈ G (Ak +Bk). Invoking (3.2), we obtain, for each k ∈ [K],

Tkwm ji
−λm ji

BkTkwm ji
− yk

m ji
+λm ji

Bkyk
m ji
∈ λm ji

(Ak +Bk)yk
m ji

.

Since (Ak +Bk) is a monotone operator, it follows that

〈 f̃ −
Tkwm ji

−λm ji
BkTkwm ji

− yk
m ji

+λm ji
Bkyk

m ji

λm ji

, ẽ− ym ji
〉 ≥ 0. (3.25)

Taking the limit as i→∞ in (3.25), we then obtain 〈 f̃ , ẽ−Tkx̃〉 ≥ 0. Since each Ak+Bk is a maximal
monotone operator, it follows that x̃ ∈S . Consequently, it follows from Assumption 3.1 (b), (3.14),
and (3.24) that limsup

j→∞

Γm j ≤ 0. Therefore, applying Lemma 2.3 to (3.18), we infer that xm→ x† as

m→ ∞, as asserted. �

In our next method, we consider the possibility of performing regularization and an inertial
procedure simultaneously at the first step of the iterative algorithm. This approach was motivated
by a recent study of Reich and Taiwo [10].

Algorithm 3.2. Tseng-type Method 2
Initialization: Let x0,x1 ∈H , µ ∈ (0,1), θ ≥ 0, and λ1 > 0 be given.
Iterative steps: Calculate xm+1 as follows:
Step 1: Given the iterates xm−1 and xm (n≥ 1), choose

θm =

min
{

θ , σm
‖xm−xm−1‖

}
, if xm 6= xm−1,

θ , otherwise.

Compute
wm = (I−αmτF )xm +θm(xm− xm−1). (3.26)

Step 2: Compute
yk

m = JAk
λm
(Tkwm−λmBkTkwm). (3.27)

Step 3: Select km such that

‖ykm
m −Tkmwm‖= max

k
‖yk

m−Tkwm‖

and compute
tm = ykm

m −λm(Bkmykm
m −BkmTkmwm),

xm+1 = wm−ηmT ∗km
(Tkmwm− tm), (3.28)

where ηm is chosen so that for some ε > 0 small enough, ηm ∈
[

ε,
‖Tkmwm−tm‖2

‖T ∗km
(Tkm wm−tm)‖2 − ε

]
when

Tkmwm− tm 6= 0, else, ηm = η > 0.
Update

λm+1 =

min
{

λm,
µ‖ykm

m −Tkmwm‖
‖Bkmykm

m −Bkm Tkmwm‖

}
, if Bkmykm

m 6= BkmTkmwm,

λm, otherwise.

Set m := m+1 and go back to Step 1.

Proposition 3.2. The sequence {xm} generated by Algorithm 3.2 is bounded.
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Proof. Since the proof is similar to the proof of Proposition 3.1, we only sketch it. Let tm :=
ykm

m −λm(Bkmykm
m −BkmTkmwm) and x ∈S . Then, using (3.7) – (3.10) and (3.12), we find that

‖xm+1− x‖2 ≤ ‖wm− x‖2−ηm(1−µ)(1−αmν)‖Tkmwm− ykm
m ‖2

−ε
2(1−αmν)‖T ∗km

(Tkmwm− tm)‖2 ∀m≥ m0. (3.29)

In addition, employing a similar argument to the one that has led to (3.11), we find that

‖wm− x‖ ≤ ‖(I−αmτF )xm− x‖+θm‖xm− xm−1‖
≤ (1−αmν)‖xm− x‖+αmτ‖F x‖+θm‖xm− xm−1‖, (3.30)

where

0 < ν := 1−
√

1− τ(2γ− τL2
1)< 1.

Therefore, substituting (3.30) in (3.29), we see that

‖xm+1− x‖ ≤ (1−αmν)‖xm− x‖+αmν

(
τ‖F x‖

ν
+

θm‖xm− xm−1‖
ναm

)
≤ (1−αmν)‖xm− x‖+αmν

(
τ‖F x‖

ν
+

M
ν

)
≤ max

{
‖xm− x‖, τ‖F x‖

ν
+

M
ν

}
...

≤ max
{
‖xm0− x‖, τ‖F x‖

ν
+

M
ν

}
.

Therefore, using the above inequality, we infer that {‖xm− x‖} and {xm} are bounded. �

Next, we establish the strong convergence of the sequences generated by Algorithm 3.2.

Theorem 3.2. Under Assumption 3.1, the sequence {xm} generated by Algorithm 3.2 converges
strongly to x† ∈S , where x† is the unique solution to the variational inequality problem (VIP)
〈F x†,y− x†〉 ≥ 0 for all y ∈S .

Proof. Let x† ∈S be the unique solution to the VIP

〈F x†,y− x†〉 ≥ 0 ∀y ∈S .

Define bm := (I−αmτF )xm. Using a similar argument to the one that has led to (3.15), we obtain

‖bm− x†‖2 ≤ (1−αmν)‖xm− x†‖2−2αmτ〈F x†,bm− x†〉. (3.31)

Moreover,

〈bm− x†,θm(xm− xm−1)〉 = 〈(I−αmτF )xm− x†,θm(xm− xm−1)〉
= 〈xm− x†,θm(xm− xm−1)〉−αmτ〈F xm,θm(xm− xm−1)〉
≤ θm‖xm− xm−1‖

(
‖xm− x†‖+αmτ‖F xm‖

)
≤ σm

(
‖xm− x†‖+αmτ‖F xm‖

)
. (3.32)
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Furthermore, using (3.31) and (3.32), we have

‖wm− x†‖2 = ‖bm− x† +θm(xm− xm−1)‖2

= ‖bm− x†‖2 +2〈bm− x†,θm(xm− xm−1)〉+θ
2
m‖xm− xm−1‖2

≤ (1−αmν)‖xm− x†‖2−2αmτ〈F x†,bm− x†〉
+2σm

(
‖xm− x†‖+αmτ‖F xm‖

)
+σ

2
m. (3.33)

Thus, substituting (3.33) in (3.29), we find that

‖xm+1 − x†‖2

≤ (1−αmν)‖xm− x†‖2−2αmτ〈F x†,bm− x†〉+2σm
(
‖xm− x†‖+αmτ‖F xm‖

)
+σ

2
m−ηm(1−µ)(1−αmν)‖Tkmwm− ykm

m ‖2− ε
2(1−αmν)‖T ∗km

(Tkmwm− tm)‖2

≤ (1−αmν)‖xm− x†‖2

+αmν

(
2τ〈F x†,x†−bm〉

ν
+2

σm
(
‖xm− x†‖+αmτ‖F xm‖

)
αmν

+
σ2

m
αmν

)
,∀m≥ m0. (3.34)

At this point, we define Ψm := ‖xm− x†‖2 and

Γ̃m :=
(

2τ〈F x†,x†−bm〉
ν

+2
σm

(
‖xm−x†‖+αmτ‖F xm‖

)
αmν

+
σ2

m
αmν

)
. Hence, (3.34) becomes

Ψm+1 ≤ (1−αmν)Ψm +αmνΓ̃m ∀m≥ m0. (3.35)

Therefore, by following similar arguments to those used in the proof of Theorem 3.1, starting from
(3.18), we find that xm→ x†, as asserted. �

The following corollary is an immediate consequence of our main results.

Corollary 3.1. Suppose that H is a real Hilbert space, A : H ⇒ H is a maximal monotone
operator, and B : H →H is a monotone and L1-Lipschitz continuous operator. Let F : H →H
be a γ-strongly monotone and L-Lipschitz continuous operator, and assume that S := {x ∈H :
(A+B)−1(0)} 6= /0. Then the sequences generated by Algorithms 3.3 and 3.4 converge strongly to
x† ∈S , where x† is the unique solution to the variational inequality problem (VIP) 〈F x†,y−x†〉≥ 0
for all y ∈S .

Algorithm 3.3.
Initialization: Let x0,x1 ∈H , µ ∈ (0,1), θ ≥ 0, and λ1 > 0 be given.
Iterative steps: Calculate xm+1 as follows:
Step 1: Given the iterates xm−1 and xm (m≥ 1), choose

θm =

min
{

θ , σm
‖xm−xm−1‖

}
, if xm 6= xm−1,

θ , otherwise.

Compute
wm = xm +θm(xm− xm−1).

Step 2: Compute
ym = JA

λm
(wm−λmBwm).
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Step 3: Compute

vm = (1−ηm)wm +ηm(ym−λm(Bym−Bwm)),

where ηm is chosen so that ηm ∈ [ε,1− ε], for some ε > 0 small enough.
Step 4: Compute

xm+1 = (I−αmτF )vm.

Update

λm+1 =

min
{

λm,
µ‖ym−wm‖
‖Bym−Bwm‖

}
, if Bym 6= Bwm,

λm, otherwise.

Set m := m+1 and go back to Step 1.

Algorithm 3.4.
Initialization: Let x0,x1 ∈H , µ ∈ (0,1), θ ≥ 0, and λ1 > 0 be given.
Iterative steps: Calculate xm+1 as follows:
Step 1: Given the iterates xm−1 and xm (n≥ 1), choose

θm =

min
{

θ , σm
‖xm−xm−1‖

}
, if xm 6= xm−1,

θ , otherwise.

Compute

wm = (I−αmτF )xm +θm(xm− xm−1).

Step 2: Compute

ym = JA
λm
(wm−λmBwm).

Step 3: Compute

xm+1 = (1−ηm)wm +ηm(ym−λm(Bym−Bwm)),

where ηm is chosen so that ηm ∈ [ε,1− ε], for some ε > 0 small enough.
Update

λm+1 =

min
{

λm,
µ‖ym−wm‖
‖Bym−Bwm‖

}
, if Bym 6= Bwm,

λm, otherwise.

Set m := m+1 and go back to Step 1.

Proof. Let k = 1, H = H1 and T = I in Assumption 3.1. Then Algorithms 3.3 and 3.4 reduce to
Algorithms 3.1 and 3.1, respectively. Therefore, the proof follows from Theorems 3.1 and 3.2. �
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4. AN APPLICATION AND A NUMERICAL EXAMPLE

4.1. Composite Bilevel Optimization Problem. For k ∈ [K] and nk ∈ N, let

Tk : Rm→ Rnk be a bounded linear operator with the adjoint T ∗k : Rnk → Rm,

and let ϕk : Rnk → R∪ {+∞} be defined by ϕk(x) := fk(x) + gk(x), where fk : Rnk → R is a
continuously differentiable function with an Lk-Lipschitz continuous gradient ∇ fk and gk : Rnk →
R∪{+∞} is closed and convex, but not necessarily differentiable. In addition, let h : Rm→ R be
a γ-strongly convex and differentiable function with an L-Lipschitz continuous gradient ∇h. We
consider the following convex bilevel optimization problem (CBOP):

min
x∈X∗⊂Rm

h(x), (4.1)

where X∗ is the solution set of the composite optimization problem

∩k∈[K] T
−1

k (arg min
x∈Rnk

ϕk(x)). (4.2)

In optimization terminology, (4.1) is called the outer level problem and (4.2) is said to be the inner
level problem. This formulation generalizes some bilevel optimization problems studied in the
literature. For the case where K = 1, m = n, and Tk is the identity operator, we refer interested
readers to [18, 19, 20] and some of the references therein for studies related to the CBOP (4.1)–(4.2).
In our framework, by the optimality condition, finding X∗ is equivalent to solving the inclusion
problem (see [21, Theorem 3.43])

x ∈ ∩K
k=1T−1

k (∇ fk +∂gk)
−1(0). (4.3)

Furthermore, solving the outer level problem (4.1) is equivalent to solving the following variational
inequality problem (see, for example, [13, Prop. 27.8, p. 501]):

Find x ∈ X∗ such that 〈∇h(x),y− x〉 ≥ 0 ∀y ∈ X∗. (4.4)

Thus, by combining (4.3) and (4.4), we find that solving (4.1)–(4.2) is equivalent to solving the
following inclusion problem

Find x∈Rm such that x∈ X∗=∩K
k=1T−1

k (∇ fk+∂gk)
−1(0) and 〈∇h(x),y−x〉 ≥ 0 ∀y∈ X∗. (4.5)

Our next theorem is an application of our main results to the composite bilevel optimization
problem (4.1)–(4.2).

Theorem 4.1. Assume that the conditions of Assumption 3.1 hold. Under the data in Section 4.1,
suppose X∗ 6= /0. Then the sequences generated by Algorithms 4.1 and 4.2 converge to a point
x∗ ∈ X∗, which satisfies

〈∇h(x∗),x− x∗〉 ≥ 0 ∀x ∈ X∗,
and x∗ is the unique optimal solution to the outer level problem (4.1).

Algorithm 4.1. Tseng-type Method 1 for solving the BOP (4.1)–(4.2).
Initialization: Let x0,x1 ∈H , µ ∈ (0,1), θ ≥ 0, and λ1 > 0 be given.
Iterative steps: Calculate xm+1 as follows:
Step 1: Given the iterates xm−1 and xm (m≥ 1), choose

θm =

min
{

θ , σm
‖xm−xm−1‖

}
, if xm 6= xm−1,

θ , otherwise.



TSENG-TYPE ALGORITHMS 53

Compute
wm = xm +θm(xm− xm−1).

Step 2: Compute
yk

m = J∂gk
λm

(Tkwm−λm∇ fkTkwm).

Step 3: Select km such that

‖ykm
m −Tkmwm‖= max

k
‖yk

m−Tkwm‖

and compute

vm = wm−ηmT ∗km
(Tkmwm− ykm

m +λm(∇ fkmykm
m −∇ fkmTkmwm)),

where ηm is chosen so that for some ε > 0 small enough,

ηm ∈
[

ε,
‖Tkm wm−ykm

m +λm(∇ fkmykm
m −∇ fkmTkm wm)‖2

‖T ∗km
(Tkmwm−ykm

m +λm(∇ fkm ykm
m −∇ fkmTkmwm))‖2 − ε

]
when Tkmwm− ykm

m +λm(∇ fkmykm
m −∇ fkmTkmwm) 6= 0, else, ηm = η > 0.

Step 4: Compute
xm+1 = (I−αmτ∇h)vm.

Update

λm+1 =

min
{

λm,
µ‖ykm

m −Tkmwm‖
‖∇ fkmykm

m −∇ fkm Tkmwm‖

}
, if ∇ fkmykm

m 6= ∇ fkmTkmwm,

λm, otherwise.

Set m := m+1 and go back to Step 1.

Algorithm 4.2. Tseng-type Method 2 for solving the BOP (4.1)–(4.2).
Initialization: Let x0,x1 ∈H , µ ∈ (0,1), θ ≥ 0, and λ1 > 0 be given.
Iterative steps: Calculate xm+1 as follows:
Step 1: Given the iterates xm−1 and xm (n≥ 1), choose

θm =

min
{

θ , σm
‖xm−xm−1‖

}
, if xm 6= xm−1,

θ , otherwise.

Compute
wm = (I−αmτ∇h)xm +θm(xm− xm−1).

Step 2: Compute
yk

m = J∂gk
λm

(Tkwm−λm∇ fkTkwm).

Step 3: Select km such that

‖ykm
m −Tkmwm‖= max

k
‖yk

m−Tkwm‖

and compute

xm+1 = wm−ηmT ∗km
(Tkmwm− ykm

m +λm(∇ fkmykm
m −∇ fkmTkmwm)),

where ηm is chosen so that for some ε > 0 small enough,

ηm ∈
[

ε,
‖Tkm wm−ykm

m +λm(∇ fkmykm
m −∇ fkmTkm wm)‖2

‖T ∗km
(Tkmwm−ykm

m +λm(∇ fkm ykm
m −∇ fkmTkmwm))‖2 − ε

]
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when Tkmwm− ykm
m +λm(∇ fkmykm

m −∇ fkmTkmwm) 6= 0, else, ηm = η > 0.
Update

λm+1 =

min
{

λm,
µ‖ykm

m −Tkmwm‖
‖∇ fkmykm

m −∇ fkm Tkmwm‖

}
, if ∇ fkmykm

m 6= ∇ fkmTkmwm,

λm, otherwise.

Set m := m+1 and go back to Step 1.

Proof. The proof can be derived from the proof of Theorems 3.1 and 3.2 by setting S = X∗,
Ak = ∂gk, and Bk = ∇ fk in Algorithms 3.1 and 3.2, respectively. �

4.2. Numerical Illustration. Let ϕ1 : R2→ R,ϕ2 : R3→ R, and ϕ3 : R4→ R be defined by

ϕ1(a) := ‖a‖2
2− (3,7) ·a+‖a‖1, a ∈ R2,

ϕ2(b) := ‖b‖2
2 +(1,−3,−5) ·b+3+‖b‖1, b ∈ R3,

and

ϕ3(c) :=
1
2
‖c‖2

2 +(0,−1,1,4) · c, c ∈ R4,

respectively, where ‘·’ stands for the scalar dot product, ‖ · ‖2 is the Euclidean norm and ‖ · ‖1 is the
`1-norm. We define the function h : R5→ R by

h(x) :=
x2

1
2
+

x2
2

2
+

x2
3

2
+

x2
4

2
+

x2
5

2
− x1 + x2 +5−3x5.

For k = 1,2,3, let Tk : R5→ Rk+1 be defined by

T1x =
(

1 0 1 1 0
1 1 0 0 1

)
x,

T2x =

1 1 0 0 0
0 2 1 0 1
0 1 0 3 1

x,

and

T3x =


1 1 0 0 0
0 2 0 0 1
0 1 0 0 0
0 1 1 1 −1

x

for each x ∈ R5. Our aim is to solve the BOP (4.1)–(4.2) for the above data. It can be verified
that (0,1,2) = arg min

b∈R3
ϕ2(b) [10, Ex. 5.2]. Similarly, (1,3) = arg min

a∈R2
ϕ1(a), and (0,1,−1,−4) =

arg min
c∈R4

ϕ3(c). Furthermore, (1,−1,0,0,3) = ∩3
k=1T−1

k (arg min
x∈Rk+1

ϕk(x)) and it turns out that the

minimum value of h is attained at x = (1,−1,0,0,3). We apply our Algorithms 3.1 and 3.2 to find
the solution to the BOP using the following initial points.
Case a: x0 = (−3,7,6,0,1) and x1 = (1,0,8,2,−3);
Case b: x0 = (2,2,−1,3,−5) and x1 = (9,3,−4,1,2);
Case c: x0 = (0,2,9,15,−5) and x1 = (23,3,−23,1,6);
Case d: x0 = (−25,22,−6,1,11) and x1 = (26,3,−4,7,0).
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The control parameters for the implementation of our algorithms are chosen as αm = 1
m+2 , σm =

1
m2+1 , µ = 0.5, τ = 0.4, η = 0.3, and λ1 = 0.2. The codes for the algorithms are written in MATLAB
2021b and run on an HP Laptop Windows 10 with Intel(R) Core(TM) i5 CPU and 4GB RAM with
the stopping criterion given by En = ‖(1,−1,0,0,3)−xn+1‖2 ≤ 10−6. Figure 1 and Table 1 provide
the numerical results we obtained for four different choices of the initial values.
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FIGURE 1. Top left: Case a; Top right: Case b; Bottom left: Case c; Bottom right:
Case d.

5. CONCLUSIONS

In this paper, we introduced two Tseng-type methods for solving variational inequalities over
the solution sets of split variational inclusion problems in the setting of a real Hilbert space. We
proved strong convergence theorems for these methods, and provided an application and numerical
illustrations of our results. These numerical examples confirm the efficiency and applicability of
our methods.
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TABLE 1. Numerical results.

Tseng-type Meth. 1 Tseng-type Meth.2
Case
a

CPU time
(sec)

0.0428 0.0576

No. of Iter. 28 33
Last iterate (0.9996, -0.9997, 5.3726e-4, -

8.6871e-6, 2.9994)
(0.9998, -0.9998, 5.2018e-4, -
8.4189e-6, 2.9995)

Case
b

CPU time
(sec)

0.0029 0.0042

No. of Iter. 27 31
Last iterate (1.0003, -1.0002, -4.4425e-4, -

4.8289e-5, 3.0004)
(-1.0000, -1.0000, -5.6853e-4, -
9.1023e-5, 3.0006)

Case
c

CPU time
(sec)

0.0025 0.0031

No. of Iter. 32 36
Last iterate (1.0003, -1.0002, -5.5950e-4, -

2.3154e-5, 3.0005)
(1.0000, -1.0000, -7.8448e-4, -
4.6932e-5, 3.0004)

Case
d

CPU time
(sec)

0.0022 0.0023

No. of Iter. 31 32
Last iterate (1.0002, -1.0004, 1.3695e-4,

1.0908e-4, 3.0008)
(1.0004, -1.0004, 5.3389e-4,
2.4871e-5, 3.0005)
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