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SELF-ADAPTIVE INERTIAL SHRINKING TSENG’S EXTRAGRADIENT METHOD
FOR SOLVING A PSEUDOMONOTONE VARIATIONAL INEQUALITIES IN
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Abstract. In this paper, we propose an inertial shrinking Tseng’s extragradient algorithm with a self-adaptive
step size for solving pseudomonotone variational inequality problem with non-Lipschitz operators in the
framework of 2-uniformly convex Banach spaces which are also uniformly smooth. Moreover, we prove a
strong convergence result for the proposed algorithm under mild conditions on the control parameters. The
main advantages of our algorithm are: our proposed algorithm solves the variational inequality problem with
a larger class of mappings (pseudomonotone and non-Lipschitz operators); unlike the existing results in the
literature, our algorithm does not require any linesearch technique even while the operator is non-Lipschitz;
minimized number of projections per iteration compared to related results in the literature; and the inertial
technique employed which speeds up the rate of convergence. Finally, we present some numerical examples
to illustrate the efficiency of our algorithm in comparison with related methods in the literature.
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1. INTRODUCTION

Let C be a nonempty, closed, and convex subset of a real Banach space E with induced norm
‖ · ‖, and let E∗ be the dual of E. Let A : C→ E∗ be a single-valued mapping. The variational
inequality problem (VIP) is to find z ∈ C such that 〈x− z,Az〉 ≥ 0 for all x ∈ C. We denote the
solution set of the VIP by V I(C,A). If A is monotone, the VIP is known as monotone variational
inequality problem, while it is known as pseudomonotone variational inequality problem if A
is pseudomonotone. It is known that the variational inequality theory has gradually become
a significant tool for solving several problems arising from sciences, engineering, economics,
minimization problems, mathematical programming, structural analysis, and optimization theory.
Due to the wide applications, several iterative algorithms have been proposed for approximating
the solutions of the VIP and related optimization problems; see, e.g., [1, 2, 3, 4, 5, 6, 7] and the
references therein.
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An iterative method for solving the VIP in a Hilbert space is the projected gradient method, which
is defined as follows: {

x1 ∈C,

xn+1 = PC(xn−λAxn),∀n≥ 1,

where PC is the projection operator onto the closed convex subset C of H and λ > 0 is a suitable step
size. It is known that the sequence generated by this method converges weakly to a solution of the
VIP if A is inverse-strongly monotone, and converges strongly under some appropriate conditions to
a solution of the VIP if A is α-strongly monotone and L-Lipschitz continuous, where λ ∈

(
0, 2α

L2

)
.

In order to relax the strong monotonicity assumption, Korpelevich introduced the following
extragradient method (EGM) for solving the VIP in a finite dimensional Euclidean space Rm:

x0 ∈C,

yn = PC(xn−λAxn),

xn+1 = PC(xn−λAyn), n≥ 1,

where C ⊂ Rm is a nonempty, closed, and convex set, A : C→ Rm is monotone and L-Lipschitz
continuous, and λ ∈

(
0, 1

L

)
. Korpelevich proved that the sequence generated by (1) converges

weakly to a solution of the VIP in a finite dimensional space. The extragradient method was further
extended by Nadezhkina and Takahashi [8] to the framework of real Hilbert spaces. We note that the
EGM requires computation of two projections in every iteration. This is really difficult to calculate
in numerical simulation when set C is a general closed and convex set and the efficiency of the
method is seriously affected. In order to overcome this weakness, Censor et al. [9] (see also [10])
introduced the Subgradient Extragradient Method (SEGM) which involves the modification of one
of the projections. The SEGM is given as follows:

x0 ∈ H,

yn = PC(xn−λAxn),

Qn = {z ∈ H : 〈xn−λAxn− yn,z− yn〉 ≤ 0},
xn+1 = PQn(xn−λAyn).

Censor et al. [10] proved that provided the solution set VI(C, A) is nonempty, the sequence {xn}
generated by SEGM converges weakly to an element p ∈V I(C,A), where p = limn→∞ PV I(C,A)xn.
Tseng [11] also proposed the following iterative scheme known as the Tseng’s extragradient method
(TEGM) in order to overcome the drawback in EGM :

x0 ∈ H,

yn = PC(xn−λAxn),

xn+1 = yn−λ (Ayn−Axn),

where A is a monotone and Lipschitz continuous operator and λ ∈
(
0, 1

L

)
. Clearly, the TEGM

requires one projection to be computed per iteration and then has an advantage in computing
projection over the EGM.

In optimization theory, the inertial technique plays a vital role in speeding up the rate of conver-
gence of iterative algorithms. For recent works on this technique, we refer to [12, 13, 14, 15, 16,
17, 18, 19]. This technique originates from an implicit discretization method of the second-order
dynamical systems in solving the smooth convex minimization problem. Alvarez and Attouch [20]
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employed the idea of the heavy ball method in order to construct the following algorithm for treating
a maximal monotone operator: 

x0,x1 ∈ H,

yn = xn +θn(xn− xn−1),

xn+1 = JA
λn

yn,

where JA
λn

is the resolvent operator of A, λn > 0, and θn(xn− xn−1) is called the inertial extrapo-
lation with θn ∈ [0,1). They proved that if {λn} is increasing and θn ∈ [0,1) are selected so that
∑

∞
n=1 θn‖xn− xn−1‖2 < ∞, then the sequence {xn} generated by (1) converges weakly to a zero

point of A. Thong et al. [21] employed the inertial technique for solving a monotone VIP in real
Hilbert spaces. They proposed some hybrid projection methods and shrinking projection methods
for solving the problem. One of the hybrid projection methods that the authors proposed is presented
as follows: 

x0,x1 ∈C,

un = xn +θn(xn− xn−1),

yn = PC(un−λAun),

zn = αnun +(1−αn)(yn−λ (Ayn−Aun)),

Cn = {w ∈ H : ‖zn−w‖ ≤ ‖un−w‖},
Qn = {w ∈ H : 〈w− xn,x1− xn〉 ≤ 0},
xn+1 = PCn∩Qnx0,

(1.1)

and one of the shrinking projection algorithms that they proposed is presented as follows:

C1 =C,

x0,x1 ∈C,

un = xn +θn(xn− xn−1),

yn = PC(un−λAun),

zn = αnun +(1−αn)(yn−λ (Ayn−Aun)),

Cn+1 = {w ∈Cn : ‖zn−w‖ ≤ ‖un−w‖},
xn+1 = PCn+1x0,

(1.2)

where {αn} ⊂ [0,1) with 0 ≤ αn < α < 1, and {θn} is a bounded real sequence. They proved
that the sequences {xn} generated by (1.1) and (1.2) converge strongly to an element in V I(C,A)
provided that λ ∈

(
0, 1

L

)
. Also, Cholamjiak et al. [22] proposed an algorithm which combines

the inertial projection and contraction method with Mann-type technique for solving monotone
variational inequality problems in real Hilbert spaces. They proved strong convergence of the
proposed method under some appropriate conditions. Their proposed algorithm is presented as
follows.

Algorithm 1.1.
Initialization: Let γ ∈ (0,2),λ ∈

(
0, 1

L

)
,θ > 0, and x0,x1 ∈ H be chosen arbitrarily. Let {τn} ∈

(a,1− βn) for some a > 0, where {βn} ∈ (0,1) is a sequence satisfying limn→∞ βn = 0 and
∑

∞
n=1 βn = ∞.

Iterative step: Calculate xn+1 as follows:
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Step 1: Given xn−1 and xn for each n≥ 1, choose θn such that 0≤ θn ≤ θ̄n, where

θ̄n =

{
min

{
θ , δn
||xn−xn−1||

}
, if xn 6= xn−1,

θ , otherwise.

Step 2: Compute {
wn = xn +θn(xn− xn−1),

yn = PC(wn−λF(wn)),

If yn = wn or F(yn) = 0, then Stop, yn is the solution. Otherwise go to Step 3.
Step 3: Calculate zn = wn− γηndn, where

dn := wn− yn−λ (F(yn)−F(wn)), ηn :=
〈wn− yn,dn〉
‖dn‖2 .

Step 4: Calculate xn+1 = (1− τn−βn)xn + τnzn.
Step 5: Set n := n+1 and return to Step 1.

To extend the subgradient extragradient method to the framework of 2-uniformly convex and
uniformly smooth Banach spaces, Chidume and Nnakwe [23] proposed the following iterative
method: 

x1 ∈C, and σ > 0,
yn = ΠCJ−1(Jxn−σF(xn)),

Cn = {w ∈ E : 〈w− yn,Jxn−σF(xn)− Jyn〉 ≤ 0},
xn+1 = ΠCnJ−1(Jxn−σF(yn)),n≥ 1,

(1.3)

where J : E→ 2E∗ is the normalized duality mapping and ΠC is the generalized projection of the
Banach space E onto C. They proved that the sequence generated by (1.3) converges weakly to the
solution of the VIP.

Cai et al. [24] proposed the following algorithm which combines the Halpern’s technique and
the subgradient extragradient idea for solving the VIP with monotone and Lipschitz continuous
mappings in 2-uniformly convex and uniformly smooth Banach spaces:

Algorithm 1.2.
Step 0: Let x1 ∈ E be a given starting point. Set n = 1.
Step 1: Given the current iterate xn, compute yn = ΠC(Jxn−λnAxn). If xn− yn = 0: STOP. Else,
construct the set

Tn := {z ∈ E : 〈Jxn−λnAxn− Jyn,z− yn〉 ≤ 0}
and compute wn = ΠTn(Jxn−λnAyn) and update the next iterate via

xn+1 = J−1(αnJx1 +(1−αn)Jwn).

Step 2: Set n← n+1 and go to Step 1.

where A : E → E∗ is monotone and Lipschitz continuous. Under some certain assumptions,
strong convergence was obtained. Furthermore, they modified the algorithm by employing the
linesearch approach, and strong convergence was also obtained for this modification.

Shehu [25] introduced the following algorithm for approximating a solution of the VIP in a
2-uniformly convex and uniformly smooth Banach space E:
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Algorithm 1.3. 
x1 ∈ E,
yn = ΠCJ−1(Jxn−λnAxn),

xn+1 = J−1(Jyn−λn(Ayn−Axn)),

where A : E → E∗ is monotone and L-Lipschitz continuous, ΠC is the generalized projection
from E onto C, J is the normalized duality mapping on E, and the sequence of step sizes satisfies
the following inequality:

0 < a≤ λn ≤ b <
1√

2µκL
,

where κ > 0 is the 2-uniform smoothness constant of E∗, µ > 0 is the 2-uniform convexity constant
of E, and L is the Lipschitz constant of A. It was proved that the sequence {xn} generated by
Algorithm 1.3 converges weakly to a point in V I(C,A) when J is assumed to be weakly sequentially
continuous. The author further proposed a modification of Algorithm 1.3 by employing the
linesearch technique for solving the VIP. The new modification is presented as follows:

Algorithm 1.4.
Step 0: Give γ > 0, ` ∈ (0,1) and θ ∈

(
0, 1√

2µκ

)
. Let x1 ∈ E be a given starting point. Set n := 1.

Step 1: Compute yn :=ΠCJ−1(Jxn−λnAxn), where λn is chosen to be the largest λ ∈{γ,γ`,γ`2, · · ·}
satisfying λ‖Axn−Ayn‖ ≤ θ‖xn− yn‖. If xn− yn = 0: STOP.
Step 2: Compute xn+1 = J−1(Jyn−λn(Ayn−Axn)).
Step 3: Set n← n+1, and go to Step 1.

In this paper, inspired and motivated by the works above, we propose and study an inertial
algorithm which combines the Tseng’s extragradient method with shrinking projection technique
for approximating a solution of the VIP with pseudomonotone operators in 2-uniformly convex and
uniformly smooth Banach spaces. We establish a strong convergence theorem for the proposed
method. Finally, we present some numerical examples to illustrate the efficacy of our algorithm
as well as compare it with some of the existing works in the literature. We highlight below the
advantages of our method over existing results in the literature.

(i) The ease in evaluating minimal number of projections onto the feasible set C per iteration
makes our method efficient for computation.

(ii) Our method solves the VIP with a larger class of mappings (pseudomonotone and non-
Lipschitz mappings).

(iii) While the cost operator is non-Lipschitz, our method does not require any linesearch
technique which slows down convergence rate of algorithms. We employ a more efficient
self-adaptive step size technique.

(iv) Our method employs the inertial technique to accelerate the rate of convergence.
Subsequent sections of this paper are organised as follows: In Section 2, we recall some basic

definitions and lemmas that are relevant in establishing our main result. In Section 3, we present our
proposed method and highlight some of its important features while in Section 4, we establish some
lemmas that are useful in proving the strong convergence theorem of our proposed algorithm and
then prove the strong convergence theorem. In Section 5, we present some numerical examples to
illustrate the performance of our method and compare it with some related methods in the literature.
Finally, in Section 6, we give a concluding remark.
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2. PRELIMINARIES

In this section, we recall some useful lemmas and definitions required to establish our result. Let
C be a nonempty, closed, and convex subset of a real Banach space E. Let E∗ and 〈·, ·〉 denote the
dual space of E and the duality pairing between elements of E and E∗, respectively. We denote the
strong convergence of sequence {xn} to x by xn→ x and weak convergence by xn ⇀ x. Let E be a
real Banach space and 1 < q≤ 2≤ p <+∞, where 1

p +
1
q = 1. The modulus of smoothness of E

denoted by ρE(ε) is the function ρE : [0,+∞)→ [0,+∞) defined by

ρE(τ) = sup
{
‖x− y‖+‖x+ y‖

2
−1 : ‖x‖= 1,‖y‖= τ

}
= sup

{
‖x− τy‖+‖x+ τy‖

2
−1 : ‖x‖= 1 = ‖y‖

}
.

limτ→0+
ρE(τ)

τ
= 0 if and only if E is uniformly smooth, and E is said to be q-uniformly smooth if

there exists a constant Dq > 0 such that ρE(τ)≤ Dqτq. It is 2-uniformly smooth if there exists a
constant D > 0 such that ρE(τ)< Dτ2. E is said to be smooth if

lim
τ→0

‖x+ τy‖−‖x‖
τ

exists for all x,y∈ SE . It is known that every 2-uniformly smooth Banach space is uniformly smooth.
The modulus of convexity of E denoted by δE(ε) is the function δE : (0,2]→ [0,1] defined by

δE(ε) = inf
{

1− ‖x+ y‖
2

: ‖x‖= ‖y‖= 1;= ‖x− y‖ ≥ ε

}
.

δE(ε) > 0 for all ε ∈ (0,2] if and only if E is uniformly convex, and E is p-uniformly convex if
there exists a constant Cp > 0 such that δE(ε) ≥Cpε p for all ε ∈ (0,2]. Also, E is 2-uniformly
convex if there exists a constant c such that δE(ε) > cε2 for any ε ∈ (0,2]. It is clear that every
2-uniformly convex Banach space is uniformly convex. The Banach space E is said to be strictly
convex if ‖x+ y‖< 2 for all x,y ∈ SE with x 6= y, where SE = {x ∈ E : ‖x‖= 1} is the unit sphere
of E. Every uniformly convex Banach space is strictly convex and reflexive. It is known that if E is
p-uniformly convex and uniformly smooth, then its dual E∗ is q-uniformly smooth and uniformly
convex. For more details on the geometry of Banach spaces, we refer to [26, 27].

Now, we recall the normalized duality mapping J : E→ 2E∗ defined by

J(x) = {x∗ ∈ E∗ : 〈x,x∗〉= ‖x‖2 = ‖x∗‖2,∀x ∈ E}.

Note that if E is smooth, then J is one-to-one and single-valued. Furthermore, if E is 2-uniformly
convex and uniformly smooth, then the duality mapping J is norm-to-norm uniformly continuous
on bounded subsets of E. Consider the Lyapunov functional φ : E×E→ R+ defined by

φ(x,y) = ‖x‖2−2〈x,Jy〉+‖y‖2,∀x,y ∈ E.

It is easy to obtain from the definition above that φ(x,x) = 0 for all x,y ∈ E. If E is strictly convex,
then φ(x,y) = 0⇔ x = y. In real Hilbert spaces, φ(x,y) = ‖x−y‖2 and ΠC = PC, where PC : H→C
is the metric projection of H onto C and ΠC is the generalized projection operator given by

ΠC = inf
y∈C
{φ(x,y), ∀x ∈ E}.
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From the definition of φ , it is clear that

0≤ (‖x‖2−‖y‖2)≤ φ(x,y)≤ (‖x‖2 +‖y‖2).

For all x,y ∈ E and α ∈ (0,1), the Lyapunov functional φ satisfies the following properties:
(P1) φ(x,y) = φ(x,z)+φ(z,y)+2〈x− z,Jz− Jy〉;
(P2) φ(x,y)+φ(y,x) = 2〈x− y,Jx− Jy〉;
(P3) φ(x,y)≤ 〈x,Jx− Jy〉+ 〈y− x,Jy〉 ≤ ‖x‖‖Jx− Jy‖+‖y− x‖‖y‖;
(P4) φ(x,J−1(αJz+(1−α)Jy))≤ αφ(x,z)+(1−α)φ(x,y).

We also consider the functional V : E×E→ R which is defined by

V (x,x∗) = ‖x‖2−2〈x,x∗〉+‖x∗‖2, ∀x ∈ E,x∗ ∈ E∗.

It is clear that V (x,x∗) = φ(x,J−1x∗). Observe that if E is a reflexive, strictly convex, and smooth
Banach space, then (see [28, 29]) V (x,x∗)+2〈J−1x∗− x,y∗〉 ≤V (x,x∗+ y∗) for all x ∈ E,x∗,y∗ ∈
E∗.

Definition 2.1. Let A : C→ E∗ be an operator. Then A is said to be
(i) monotone if 〈x− y,Ax−Ay〉 ≥ 0 for all x,y ∈C;

(ii) pseudomonotone if 〈y− x,Ax〉 ≥ 0⇒ 〈y− x,Ay〉 ≥ 0 for all x,y ∈C;
(iii) L-Lipschitz continuous if there exists a constant L > 0 such that ‖Ax−Ay‖ ≤ L‖x− y‖ for

all x,y ∈C.
(iv) uniformly continuous if, for every ε > 0, there exists δ = δ (ε)> 0, such that ‖Ax−Ay‖< ε

whenever ‖x− y‖< δ for all x,y,∈C.

It is known that monotone mappings are pseudomonotone. However, the converse is not true.
For instance, the mapping f : (0,+∞)→ (0,+∞) defined by f x = 1

1+x is pseudomonotone but not
monotone. Also, we note that uniform continuity is a weaker notion than Lipschitz continuity. For
more examples on pseudomonotone operators that are not monotone, we refer to [30, 31]. Also, it
is known that if D is a convex subset of E, then A : D→ range(A) is uniformly continuous if and
only if, for every ε > 0, there exists a constant K <+∞ such that

‖Ax−Ay‖ ≤ K‖x− y‖+ ε, ∀x,y ∈ D. (2.1)

Lemma 2.1. [26] Let C be a nonempty, closed, and convex subset of a reflexive, strictly convex,
and smooth Banach space E. Given that x ∈ E and z ∈ C, z = ΠCx⇔ 〈y− z,Jx− Jz〉 ≤ 0, and
φ(y,z)+φ(z,x)≤ φ(y,x) for all y ∈C,x ∈ E.

Lemma 2.2. [32] Let C be a nonempty and convex subset of a Banach space E, and let A be a
hemicontinuous mapping of C into E. Let z ∈C such that 〈x− z,Ax〉 ≥ 0 for all x ∈C. Then z is a
solution to the VIP.

Lemma 2.3. [33] Let E be a smooth and uniformly convex Banach space. Let {xn} and {yn} be
two sequences in E such that either {xn} or {yn} is bounded. If φ(xn,yn)→ 0 as n→ ∞, then
‖xn− yn‖→ 0 as n→ ∞.

Remark 2.1. It is known that the converse of Lemma 2.3 also holds if the sequences {xn} and {yn}
are bounded.

Lemma 2.4. [34] Let 1
p +

1
q = 1, p,q > 1. Space E is q-uniformly smooth if and only if its dual E∗

is p-uniformly convex.
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Lemma 2.5. [35] Let E be a 2-uniformly smooth Banach space with the best smoothness constant
κ > 0. Then, the following inequality holds: ‖x+ y‖2 ≤ ‖x‖2 +2〈y,Jx〉+2‖κy‖2 for all x,y ∈ E.

Lemma 2.6. [31, 36] Let E be a p-uniformly convex Banach space with p≥ 2. Then

〈x− y, jp(x)− jp(y)〉 ≥
1

2p−2cp p
‖x− y‖p, ∀x,y ∈ E,∀ jp(x) ∈ Jp(x), jp(y) ∈ Jp(y),

where c is the p-uniformly convexity constant.

Lemma 2.7. [37] Suppose that E is a 2-uniformly convex Banach space. Then there exists a
constant c≥ 1 such that φ(x,y)≥ 1

c‖x− y‖2 for all x,y ∈ E.

Lemma 2.8. [38] Suppose that {λn} and {θn} are two nonnegative real sequences such that
λn+1 ≤ λn +φn for all n≥ 1. If ∑

∞
n=1 φn <+∞, then lim

n→∞
λn exists.

3. PROPOSED METHOD

In this section, we present our proposed algorithm. Let C be a nonempty, closed, and convex
subset of a 2-uniformly convex Banach space E which is also uniformly smooth with dual E∗.
Let c and κ be 2-uniformly convexity constant and 2-uniformly smoothness constant of E and
E∗, respectively. We establish the convergence of our proposed algorithm under the following
conditions:
Assumption 3.1

(A1) The feasible set C is nonempty, closed, and convex.
(A2) Mapping A : C→ E∗ is pseudomonotone and uniformly continuous on E.
(A3) Solution set of the VIP is nonempty, that is, V I(C,A) 6= /0.
(A4) {ρn} is a nonnegative sequence such that ∑

∞
n=1 ρn <+∞.

Now, we present our proposed algorithm as follows:

Algorithm 3.1.
Step 0: Select µ ∈

(
0, 1

κ
√

2c

)
,λ1 > 0, and θn ∈ [−θ ,θ ] for some θ > 0. Let x0,x1 ∈ E be arbitrary.

Set C1 =C and n := 1.
Step 1: Compute wn = J−1(Jxn +θn(Jxn− Jxn−1)).
Step 2: Compute yn = ΠCJ−1(Jwn−λnAwn).
Step 3: Compute zn = J−1(Jyn−λn(Ayn−Awn)).
Step 4: Construct

Cn+1 =

{
p ∈Cn : φ(p,zn)≤ φ(p,wn)−

(
1− 2cµ2κ2λ 2

n

λ 2
n+1

)
φ(yn,wn)

}
,

and compute xn+1 = ΠCn+1x0, where the adaptive step-size is given by

λn+1 =

{
min{ µ‖wn−yn‖

‖Awn−Ayn‖ , λn +ρn}, Awn−Ayn 6= 0,

λn +ρn, otherwise.
(3.1)

Set n := n+1 and go to Step 1.
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Remark 3.1. (i) We note that the cost operator in our proposed algorithm is pseudomonotone
(a broader set of mappings than monotone mappings) and uniformly continuous (a much
weaker assumption than the Lipschitz continuity assumption used in several of the existing
results in the literature).

(ii) Unlike in several of the existing results in the literature on the VIP with non-Lipschitz
operators, our proposed method does not require any linesearch technique. Indeed, it uses a
simple step size rule which generates a non-monotonic sequence of step sizes. The step size
is constructed such that it reduces the dependence of the algorithm on the initial step size
λ1.

(iii) Our work is an extension and improvement on the work of [39] from the framework of
Hilbert spaces to Banach spaces.

(iv) We employ the inertial technique and self-adaptive step size to speed up the convergence
rate.

4. CONVERGENCE ANALYSIS

In this section, we prove some lemmas required to establish our strong convergence theorem.

Lemma 4.1. Let {λn} be the sequence of step sizes generated by Algorithm 3.1. Then, {λn} is well
defined and lim

n→∞
λn = λ ∈ [min{ µ

N ,λ1},λ1 +Ψ], where Ψ = ∑
∞
n=1 ρn and for some N > 0.

Proof.
Since A is uniformly continuous, then by (2.1) it follows that for any given ε > 0, there exists
K <+∞ such that ‖Awn−Ayn‖ ≤ K‖wn− yn‖+ ε. Thus, for the case Awn−Ayn 6= 0 for all n≥ 1
we have

µ‖wn− yn‖
‖Awn−Ayn‖

≥ µ‖wn− yn‖
K‖wn− yn‖+ ε

=
µ‖wn− yn‖

(K + ε1)‖wn− yn‖
=

µ

N
,

where ε = ε1‖wn− yn‖ for some ε1 ∈ (0,1) and N = K + ε1. Therefore, by the definition of λn+1,
the sequence {λn} has lower bound min{ µ

N ,λ1} and has upper bound λ1 +Ψ. By Lemma 2.8, the
limit lim

n→∞
λn exists and denoted by λ = lim

n→∞
λn. Clearly, λ ∈

[
min{ µ

N ,λ1},λ1 +Ψ
]
. �

Observe that by (3.1), we have

λn+1 = min
{

µ‖wn− yn‖
‖Awn−Ayn‖

,λn +ρn

}
≤ µ‖wn− yn‖
‖Awn−Ayn‖

,

which implies that

‖Awn−Ayn‖ ≤
µ

λn+1
‖wn− yn‖, ∀n≥ 1. (4.1)

Lemma 4.2. Let {wn} and {yn} be sequences generated by Algorithm 3.1, and suppose {xn} is
bounded. Let {wnk} be a subsequence of {wn} which converges weakly to some x̄ ∈ E as k→ ∞

and limk→∞ ‖wnk− ynk‖= 0, then x̄ ∈V I(C,A).
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Proof. By using the definition of {yn} and Lemma 2.1, we obtain 〈Jwnk−λnkAwnk−Jynk ,y−ynk〉 ≤
0 for all y ∈C. Equivalently, 1

λnk
〈Jwnk− Jynk ,y− ynk〉 ≤ 〈Awnk ,y− ynk〉 for all y ∈C. It follows that

1
λnk

〈Jwnk− Jynk ,y− ynk〉+ 〈Awnk ,ynk−wnk〉 ≤ 〈Awnk ,y−wnk〉,∀y ∈C. (4.2)

Since ‖wnk− ynk‖→ 0 as k→ ∞ and J is norm-to-norm uniformly continuous on subsets of E, we
have ‖Jwnk− Jynk‖→ 0. By taking limit as k→ ∞ in (4.2), we arrive at

liminf
k→∞

〈Awnk ,y−wnk〉 ≥ 0,∀y ∈C. (4.3)

Furthermore,

〈Aynk ,y− ynk〉= 〈Aynk−Awnk ,y−wnk〉+ 〈Awnk ,y−wnk〉+ 〈Aynk ,wnk− ynk〉. (4.4)

Since ‖wnk− ynk‖→ 0, then limk→∞ ‖Awnk−Aynk‖= 0 due to the uniform continuity of A, which
together with (4.3) and (4.4) gives

liminf
n→∞

〈Aynk ,y− ynk〉 ≥ 0, ∀y ∈C. (4.5)

Now, choose a sequence {εk} of positive numbers such that {εk} is decreasing and εk→ 0 as k→∞.
Let Nk represent the smallest positive integer for any k such that

〈Ayn j ,y− yn j〉+ εk ≥ 0,∀ j ≥ Nk, (4.6)

where the existence of Nk follows from (4.5). Observe that {Nk} is increasing since {εk} is
decreasing. Moreover, since {ynk} ⊂C for each k, we can suppose AyNk 6= 0 (otherwise, yNk is a
solution). For some bounded sequence {uNk} ⊂ E with 〈AyNk ,uNk〉= 1 for each k ≥ 1, we deduce
from (4.6) that 〈AyNk ,y+ εkuNk − yNk〉 ≥ 0 for all y ∈ C. Since A is pseudomonotone, we have
〈A(y+ εkuNk),y+ εkuNk− yNk〉 ≥ 0 for all y ∈C. Therefore, it follows from the last inequality that

〈Ay,y− yNk〉 ≥ 〈Ay−A(y+ εkuNk),y+ εkuNk− yNk〉− εk〈Ay,uNk〉, ∀y ∈C. (4.7)

Since {uNk} is bounded and lim
k→∞

εk = 0, it follows that lim
k→∞

εkuNk = 0. Since A is uniformly contin-

uous, {yNk} and {uNk} are bounded, together with the fact that limk→∞ εkuNk = 0, it follows from
(4.7) that liminfk→∞〈Ay,y− yNk〉 ≥ 0 for all y ∈C. Hence, we obtain

〈Ay,y− x̄〉= lim
k→∞
〈Ay,y− yNk〉= liminf

k→∞
〈Ay,y− yNk〉 ≥ 0, ∀y ∈C.

Therefore, by Lemma 2.2, we obtain x̄ ∈V I(C,A). �

Lemma 4.3. Let {xn} be a sequence generated by Algorithm 3.1. Then

φ(p,zn)≤ φ(p,wn)−
(

1− 2cµ2κ2λ 2
n

λ 2
n+1

)
φ(yn,wn). (4.8)

Proof. Fix p ∈V I(C,A). From the definitions of zn and φ , we have

φ(p,zn) = ‖p‖2−2〈p,Jyn−λn(Ayn−Awn)〉+‖Jyn−λn(Ayn−Awn)‖2

= ‖p‖2−2〈p,Jyn〉+2λn〈p,Ayn−Awn〉+‖Jyn−λn(Ayn−Awn)‖2. (4.9)

By using Lemma 2.4, we see that E∗ is 2-uniformly smooth. It follows from Lemma 2.5 that

‖Jyn−λn(Ayn−Awn)‖2 ≤ ‖Jyn‖2−2λn〈yn,Ayn−Awn〉+2κ
2
λ

2
n ‖Ayn−Awn‖2. (4.10)
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Substituting (4.10) into (4.9), and applying (P1), we obtain

φ(p,zn)≤ ‖p‖2−2〈p,Jyn〉+2λn〈p,Ayn−Awn〉+‖Jyn‖2−2λn〈yn,Ayn−Awn〉

+2κ
2
λ

2
n ‖Ayn−Awn‖2

= φ(p,wn)+φ(wn,yn)+2〈p−wn,Jwn− Jyn〉+2λn〈p− yn,Ayn−Awn〉

+2κ
2
λ

2
n ‖Ayn−Awn‖2. (4.11)

By (P2), we have
φ(wn,yn) =−φ(yn,wn)+2〈yn−wn,Jyn− Jwn〉. (4.12)

From the definition of yn = ΠCJ−1(Jwn−λnAwn), we have 〈p−yn,Jwn−λnAwn−Jyn〉 ≤ 0, which
implies that

〈p− yn,Jwn− Jyn〉 ≤ λn〈p− yn,Awn〉. (4.13)
Applying (4.12) and (4.13) in (4.11), we obtain

φ(p,zn)≤ φ(p,wn)−φ(yn,wn)+2〈yn−wn,Jyn− Jwn〉+2〈p−wn,Jwn− Jyn〉

+2λn〈p− yn,Ayn−Awn〉+2κ
2
λ

2
n ‖Ayn−Awn‖2

≤ φ(p,wn)−φ(yn,wn)−2λn〈yn− p,Awn〉+2λn〈p− yn,Ayn−Awn〉+2κ
2
λ

2
n ‖Ayn−Awn‖2

= φ(p,wn)−φ(yn,wn)−2λn〈yn− p,Ayn〉+2κ
2
λ

2
n ‖Ayn−Awn‖2. (4.14)

Since p ∈V I(C,A), we have 〈Ap,yn− p〉 ≥ 0,∀p ∈C. By the pseudomonotonicity of A, it follows
that 〈Ayn,yn− p〉 ≥ 0. Hence, we obtain from (4.14) that

φ(p,zn)≤ φ(p,wn)−φ(yn,wn)+2κ
2
λ

2
n ‖Ayn−Awn‖2.

By (4.1) and Lemma 2.7, we have

φ(p,zn)≤ φ(p,wn)−φ(yn,wn)+
2cµ2κ2λ 2

n

λ 2
n+1

φ(yn,wn)

= φ(p,wn)−
(

1− 2cµ2κ2λ 2
n

λ 2
n+1

)
φ(yn,wn).

This completes the proof. �

At this point, we state and prove our strong convergence theorem for the proposed algorithm.

Theorem 4.1. Assume that Assumption 3.1 holds. Then, the sequence {xn} generated by Algorithm
3.1 converges strongly to x̄ ∈V I(C,A), where x̄ = ΠV I(C,A)x0.

Proof. We divide the proof into several steps as follows.
Step 1. The set Cn is closed and convex.

Clearly, C1 =C is closed and convex. Suppose that Ck and Dk are closed and convex for some
k ≥ 1, where

Dk = {p ∈Ck : φ(p,zk)≤ φ(p,wk)−
(

1−
2cµ2κ2λ 2

k

λ 2
k+1

)
φ(yk,wk)}.

By the construction of Ck+1, we have Ck+1 =Ck∩Dk. Since Dk and Ck are closed and convex, then
Ck+1 is closed and convex. By induction, we can conclude that Cn is closed and convex.
Step 2. The sequence {xn} is well defined.
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It is clear that V I(C,A)⊂C =C1. Let V I(C,A)⊂Ck for some k≥ 1, and let p ∈V I(C,A). From
(4.8), it follows that

φ(p,zk)≤ φ(p,wk)−
(

1−
2cµ2κ2λ 2

k

λ 2
k+1

)
φ(yk,wk),

which implies that V I(C,A)⊂ Dk. Hence V I(C,A)⊂Ck+1. By induction, we have V I(C,A)⊂Cn
for all n≥ 1. Thus the sequence {xn} is well defined.
Step 3. The sequence {xn} is bounded.

Since V I(C,A) is a nonempty, closed, and convex subset of E, then there exists an element
y ∈ V I(C,A). It is clear that xn+1 ∈ Cn+1 ⊂ Cn for all n ≥ 1. Also, we have 〈y− xn+1,Jx0−
Jxn+1〉 ≤ 0 for all y ∈ Cn. From Lemma 2.1, we have xn+1 = ΠCn+1x0. Then, it follows that
φ(xn,x0)≤ φ(xn+1,x0) for all n ∈ N. Similarly, since V I(C,A)⊂Cn, we have φ(xn,x0)≤ φ(y,x0)
for all y ∈V I(C,A), n ∈ N, which implies that {φ(xn,x0)} is bounded. Therefore {xn} is bounded.
Consequently, {yn},{wn}, and {zn} are bounded.
Step 4. We show that the sequence {xn} converges strongly to x̄ ∈C.

It is already known that xn = ΠCnx0 and xn+1 = ΠCn+1x0 ∈ Cn+1 ⊂ Cn. Then, it follows from
Lemma 2.1 that

φ(xn,x0)≤ φ(xn+1,x0)−φ(xn+1,xn)≤ φ(xn+1,x0).

Hence, sequence {φ(xn,x0)} is increasing. Therefore limn→∞ φ(xn,x0) exists. Clearly, from the
construction of Cn, we have that xm = ΠCmx0 ∈Cm ⊂Cn for m > n ≥ 1. Recall that xn = ΠCnx0.
From Lemma 2.1, it follows that φ(xm,xn)≤ φ(xm,x0)−φ(xn,x0)→ 0 as m,n→ ∞, which implies
by Lemma 2.3 that

lim
n→∞
‖xm− xn‖= 0. (4.15)

This implies that {xn} is a Cauchy sequence. Hence, there exists an element x̄ ∈ C such that
limn→∞ xn = x̄.
Step 5. We show that x̄ ∈V I(C,A).

Letting Let m = n+ 1 in (4.15), we have limn→∞ ‖xn+1− xn‖ = 0. Since J is norm-to-norm
uniformly continuous on each bounded subset of E, we have

lim
n→∞
‖Jxn+1− Jxn‖= 0. (4.16)

From the definition of wn, we see Jwn− Jxn = θn(Jxn− Jxn−1), which together with (4.16) yields

‖Jwn− Jxn‖= |θn|‖Jxn− Jxn−1‖→ 0 as n→ ∞. (4.17)

By Lemma 2.6, we obtain

‖wn− xn‖2 ≤ 2c2〈wn− xn,Jwn− Jxn〉 ≤ 2c2‖wn− xn‖‖Jwn− Jxn‖,

which implies that
‖wn− xn‖ ≤ 2c2‖Jwn− Jxn‖→ 0 as n→ ∞. (4.18)

Since {xn} and {wn} are bounded, it follows from Remark 2.1 that φ(xn,wn)→ 0 as n→ ∞. By
(4.16) and (4.17), we have ‖Jxn+1− Jwn‖ ≤ ‖Jxn+1− Jxn‖+‖Jxn− Jwn‖→ 0 as n→ ∞. By (P2),
we obtain

φ(xn+1,wn)≤ 〈xn+1−wn,Jxn+1− Jwn〉 ≤M‖Jxn+1− Jwn‖→ 0. (4.19)
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By Lemma 2.3, we have limn→∞ ‖xn+1−wn‖= 0. Recall that xn+1 ∈Cn+1. Hence, we have

φ(xn+1,zn)≤ φ(xn+1,wn)−
(

1− 2cµ2κ2λ 2
n

λ 2
n+1

)
φ(yn,wn). (4.20)

Moreover, since limn→∞ λn = λ > 0 and µ ∈
(

0, 1
κ
√

2c

)
, we obtain

lim
n→∞

(
1− 2cµ2κ2λ 2

n

λ 2
n+1

)
= (1−2cµ

2
κ

2)> 0.

Then, there exists n0 ∈N such that 1− 2cµ2κ2λ 2
n

λ 2
n+1

> ε > 0 for all n≥ n0. It follows from (4.20) that, for

all n≥ n0, φ(xn+1,zn)≤ φ(xn+1,wn)−εφ(yn,wn). By (4.19), we have that limn→∞ φ(xn+1,zn) = 0,
which implies that limn→∞ ‖xn+1− zn‖ = 0. Since J is norm-to-norm uniformly continuous on
bounded subset of E, we have ‖Jxn+1− Jzn‖→ 0 as n→ ∞. Hence, we obtain

‖Jzn− Jwn‖ ≤ ‖Jzn− Jxn+1‖+‖Jxn+1− Jwn‖→ 0 as n→ ∞. (4.21)

Since J−1 is norm-to-norm uniformly continuous on bounded subset of E∗, we have limn→∞ ‖wn−
zn‖= 0. φ(zn,wn)→ 0 as n→ ∞. From (4.8), we have(

1− 2cµ2κ2λ 2
n

λ 2
n+1

)
φ(yn,wn)≤ φ(p,wn)−φ(p,zn). (4.22)

From (P1), we have

φ(p,wn) = φ(p,zn)+φ(zn,wn)+2〈p− zn,Jzn− Jwn〉,
which implies that

φ(p,wn)−φ(p,zn) = φ(zn,wn)+2〈p− zn,Jzn− Jwn〉
≤ φ(zn,wn)+2‖p− zn‖‖Jzn− Jwn‖. (4.23)

By taking the limit of (4.23) and applying (4.21), we see that limn→∞(φ(p,wn)− φ(p,zn)) = 0.

Since limn→∞

(
1− 2cµ2κ2λ 2

n
λ 2

n+1

)
> 0, it follows from (4.22) that limn→∞ φ(yn,wn) = 0. It follows

from Lemma 2.3 that limn→∞ ‖yn−wn‖= 0. Since {xn} is a bounded sequence, then there exists
a subsequence {xnk} ⊂ {xn} such that xnk ⇀ x̄. By (4.18) we have wnk ⇀ x̄. Moreover, we have
limn→∞ ‖wnk− ynk‖= 0, and it follows from Lemma 4.2 that x̄ ∈V I(C,A).
Step 6. We show that x̄ = ΠV I(C,A)x0.

Clearly, xn = ΠCnx0 and V I(C,A)⊂Cn. Hence, from Lemma 2.1, it follows that

〈y− xn,Jx0− Jxn〉 ≤ 0, ∀y ∈V I(C,A). (4.24)

Observe that J is norm-to-norm uniformly continuous on bounded sets. By taking the limit of
(4.24), we obtain 〈y− x̄,Jx0− Jx̄〉 ≤ 0 for all y ∈V I(C,A), which implies that x̄ = ΠV I(C,A)x0. This
completes the proof. �

Next, we have the following consequent result in the framework of Hilbert spaces.

Corollary 4.1. Let C be a nonempty, closed, and convex subset of a real Hilbert space H, and
let A : H→ H be a pseudomonotone and uniformly continuous mapping. Let {xn} be a sequence
generated by the Algorithm presented as follows:
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Algorithm 4.2.
Step 0: Select µ ∈

(
0,1
)
,λ1 > 0, and θn ∈ [−θ ,θ ] for some θ > 0. Let x0,x1 ∈ E be arbitrary. Set

C1 =C and n := 1.
Step 1: Compute wn = (xn +θn(xn− xn−1)).
Step 2: Compute yn = PC(wn−λnAwn).
Step 3: Compute zn = yn−λn(Ayn−Awn).
Step 4: Construct

Cn+1 =

{
p ∈Cn : ‖zn− p‖2 ≤ ‖wn− p‖2−

(
1− µ2λ 2

n

λ 2
n+1

)
‖wn− yn‖2

}
,

and compute xn+1 = PCn+1x0, where the adaptive step-size is given by

λn+1 =

{
min{ µ‖wn−yn‖

‖Awn−Ayn‖ , λn +ρn}, Awn−Ayn 6= 0,

λn +ρn, otherwise.

Set n := n+1 and go to Step 1.

If V I(C,A) 6= /0 and all other conditions of Theorem 4.1 hold, then {xn} converges strongly to
x̄ = PV I(C,A)x0.

5. NUMERICAL EXAMPLES

In this section, we present some numerical examples and compare our proposed method, (Pro-
posed Alg.) Algorithm 3.1 with Algorithm 1.2 proposed by Cai et al. (Cai et al. Alg.), Algorithm 1.3
proposed by Shehu (Shehu Alg.), Algorithm 1.4 by Shehu (Shehu Alg.), Appendix 6.1 by Liu (Liu
Alg.), and Appendix 6.2 by Tan & Cho (Tan & Cho Alg.). All numerical computations were carried
out using Matlab version R2021(b). We plot the graphs of errors against the number of iterations
in each case. In all the experiments, we use ‖xn+1− xn‖ < 10−4 as the stopping criterion. We
choose µ = 0.5,θn = 0.75, and λ1 = 0.25 for our proposed Algorithm 3.1. λn = 0.025,αn =

1
n+1 in

Algorithm 1.2 and Algorithm 1.3. γ = 0.65, `= 0.05,θ = 0.1 in Algorithm 1.4. For Appendix 6.1,
λn = 0.75,αn =

2
3n+1 , and βn =

2n+1
5n+2 and Sx = x

3 . µ = 0.5,θn = 0.75, and λ1 = 0.25 in Appendix
6.2.

Example 5.1. Let A : R2→ R2 be defined by Ax := (ax1 +bx2 +asin(x1),−bx1 + cx2 + csin(x2))
for all x = (x1,x2) ∈ R2, where a,b, and c are real numbers. Then, A is monotone and L-Lipschitz
continuous with L =

√
2max{4a2 +b2,4c2 +b2}. The set of feasible solutions is given by C =

{(x1,x2) ∈ R2 :−1≤ xi ≤ 1}. It is clear that V I(C,A) = {(0,0)}. Let z = (0,0) and use TOLn =
‖xn− z‖ ≤ 10−5 as the stopping criterion.

We consider the following cases for the numerical experiments:
Case 1: Take x0 = (2,3),x1 = (1,2).
Case 2: Take x0 = (1,1),x1 = (1,−2).
Case 3: Take x0 = (3,−2),x1 = (−2,2).
Case 4: Take x0 = (0,1),x1 = (1,2).
Te numerical results are reported in Figures 1-4 and Table 1.
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TABLE 1. Numerical Results for Example 5.1

Case 1 Case 2 Case 3 Case 4

Iter. CPU Time Iter. CPU Time Iter. CPU Time Iter. CPU Time

Cai et al. Alg. 83 0.0089 92 0.0091 73 0.0084 83 0.0086
Shehu Alg. 80 0.0045 88 0.0050 71 0.0045 80 0.0047
Shehu Alg. 64 0.0065 71 0.0065 59 0.0066 64 0.0064

Liu Alg. 70 0.0055 54 0.0053 54 0.0052 70 0.0053
Tan & Cho Alg. 16 0.0070 16 0.0064 16 0.0068 16 0.0066

Proposed Alg. 3.1 16 0.0131 16 0.0123 16 0.0124 16 0.0124
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FIGURE 1. Example 5.1: Case 1
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FIGURE 2. Example 5.1: Case 2
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FIGURE 3. Example 5.1: Case 3

100 101 102

Iteration number (n)

10-5

10-4

10-3

10-2

10-1

100

101

E
rr

or
s

Cai et al Alg.
Shehu Alg.
Shehu Alg.
Liu Alg.
Tan & Cho Alg.
Proposed Alg.

FIGURE 4. Example 5.1: Case 4
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Example 5.2. Let E = (l2(R), ‖.‖l2), where l2(R) := {x = (x1,x2,x3, . . .), xi ∈R : ∑
∞
i=1 |xi|2 < ∞}

and ‖x‖l2 :=
(
∑

∞
i=1 |xi|2

) 1
2 for all x ∈ l2(R). Let C = {x ∈ l2(R) : ||x− a||l2 ≤ r}, where a =

(1, 1
3 ,

1
9 , · · ·), r = 2. Then C is a nonempty, closed, and convex subset of l2(R). Define the

operator A, : l2(R)→ l2(R) by Ax = x
2 +(1,1,0,0, . . . ,). Then, A is pseudomonotone and uniformly

continuous.
Consider the following cases for the numerical experiments:
Case 1: Take x0 = (3,1, 1

3 , · · ·) and x1 = (2,1, 1
2 , · · ·).

Case 2: Take x0 = (2,1, 1
2 , · · ·) and x1 = (1

2 ,
1
4 ,

1
8 , · · ·).

Case 3: Take x0 = (3,1, 1
3 , · · ·) and x1 = (1

3 ,
1
9 ,

1
27 , · · ·).

Case 4: Take x0 = (2,1, 1
2 , · · ·) and x1 = (0.1,0.01,0.001, · · ·).

The numerical results are reported in Figures 5-8 and Table 2.

TABLE 2. Numerical Results for Example 5.2

Case 1 Case 2 Case 3 Case 4

Iter. CPU Time Iter. CPU Time Iter. CPU Time Iter. CPU Time

Cai et al. Alg. 481 0.0192 491 0.0195 487 0.0233 481 0.0233
Shehu Alg. 475 0.0041 484 0.0045 482 0.0044 475 0.0044
Shehu Alg. 383 0.0134 390 0.0143 388 0.0133 383 0.0133

Liu Alg. 44 0.0046 44 0.0044 44 0.0045 44 0.0045
Tan & Cho Alg. 53 0.0055 53 0.0057 54 0.0057 53 0.0060

Proposed Alg. 3.1 37 0.0116 37 0.0113 37 0.0110 37 0.0123
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FIGURE 5. Example 5.2: Case 1
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FIGURE 6. Example 5.2: Case 2
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FIGURE 7. Example 5.2: Case 3
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FIGURE 8. Example 5.2: Case 4

6. CONCLUSION

In this paper, we studied the class of pseudomonotone variational inequalities with non-Lipschitz
operators and proposed an inertial shrinking Tseng’s extragradient algorithm with self-adaptive
step sizes for approximating the solution of the problem in the framework of 2-uniformly convex
Banach spaces which are also uniformly smooth. Moreover, we proved a strong convergence result
for the proposed algorithm under mild conditions on the control parameters. We also provided some
numerical experiments in order to illustrate the efficiency of our algorithm as well as compare it
with related methods in the literature.
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[34] K. Avetisyan, O. Djordjevi’ĉ, M. Pavlovi’ĉ, Littlewood-palew inequalities in uniformly convex and uniformly
smooth Banach spaces, J. Math. Anal. Appl. 336 (2007), 31–43.

[35] H.K. Xu, Inequalities in Banach spaces with applications, Nonlinear Anal. 16 (1991), 1127–1138.
[36] H. Iiduka, W. Takahashi, Weak convergence of a projection algorithm for variational inequalities in a Banach

space, J. Math. Anal. Appl. 339 (2008), 668-679.
[37] K. Aoyama, F. Kohsaka, Strongly relatively nonexpansive sequences generated by firmly nonexpansive-like

mappings, Fixed Point Theory Appl. 2014 (2014), 95.
[38] K. K. Tan, H. K. Xu, Approximating fixed points of nonexpansive mappings by the Ishikawa iteration process, J.

Math. Anal. Appl. 178 (1993), 301-308.
[39] B. Tan, S. Y. Cho, Self adaptive inertial shrinking projection algorithms for solving pseudomonotone variational

inequalities, J. Nonlinear Convex Anal. 22 (2021), 613-627.
[40] Y. Liu, Strong convergence of the Halpern subgradient extragradient method for solving variational inequalities in

Banach spaces, J Nonlinear Sci. Appl. 10 (2017), 395-409.

Appendix 6.1. [40, Algorithm 4.1]

x0 ∈ E,
yn = ΠCJ−1(Jxn−λnA(xn)),

Tn = {wn ∈ E : 〈w− yn,Jxn−λnAxn− Jyn〉 ≤ 0},
wn = ΠTn(Jxn−λnA(yn)),

zn = J−1(αnJx0 +(1−αn)Jwn),

xn+1 = J−1(βnJxn +(1−βn)JSzn),

where E is a 2-uniformly convex and uniformly smooth Banach space with 2-uniformly constant c1,
S : E→ E is a relatively nonexpansive mapping and A : E→ E∗ is a monotone and L-Lipschitz map-
ping with L > 0,{λn} is a real number sequence satisfying 0 < infn≥1 λn ≤ supn≥1 λn <

c
L ,{βn} ⊂

[a,b]⊂ [0,1] for some a,b ∈ (0,1),{αn} ⊂ (0,1) with limn→∞ αn = 0, and ∑
∞
n=1 = ∞.

Appendix 6.2. [39, Algorithm 3.2]

Algorithm 6.3. Initialization: Set θn ∈ [−θ ,θ ] for some θ > 0,λ1 > 0,µ ∈ (0,1), and C1 = H.
Let x0,x1 ∈ H be arbitrary.
Iterative Steps: Calculate next iteration point xn+1 as follows:

wn = (xn +θn(xn− xn−1)),

yn = PC(wn−λnAwn),

zn = yn−λn(Ayn−Awn),

xn+1 = PCn+1x0,
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where

Cn+1 =

{
p ∈Cn : ‖zn− p‖2 ≤ ‖wn− p‖2−

(
1− µ2λ 2

n

λ 2
n+1

)
‖wn− yn‖2

}
,

and the adaptive step-size is given by

λn+1 =

{
min{ µ‖wn−yn‖

‖Awn−Ayn‖ , λn}, Awn−Ayn 6= 0,

λn, otherwise.
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