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#### Abstract

In this paper, we consider a class of generalized split feasibility problem over the solution set of monotone variational inclusion problems, which includes the split common null point problem, the split variational problems, and other related split type problems. We propose a new self-adaptive stepsize method coupled with inertial extrapolation techniques for solving this problem in real Hilbert spaces. We prove that the sequence generated by the proposed method converges strongly to a solution of the problem under the assumption that the associated singlevalued operator in the monotone variational inclusion problem is not required to be inverse-strongly monotone. Our method uses the stepsizes that are generated at each iteration by some simple calculations, which allows it to be easily implemented without the prior knowledge of the operator norm or the Lipschitz constant of the singlevalued operator. Finally, we apply our results to solve optimal control problems, split linear inverse problems, and least absolute selection and shrinkage operator problems.
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## 1. Introduction

Let $C$ and $Q$ be nonempty, closed, and convex subsets of real Hilbert spaces $H_{1}$ and $H_{2}$, respectively. Let $T: H_{1} \rightarrow H_{2}$ be a bounded linear operator. The Split Feasibility Problem (SFP) is formulated as:

$$
\begin{equation*}
\text { Find } x^{*} \in C \text { such that } y^{*}=T x^{*} \in Q . \tag{1.1}
\end{equation*}
$$

This problem was first investigated by Censor and Elfving [1] (see also [2, 3]) in finite dimensional spaces. The SFP finds numerous real-world applications, such as intensity-modulated radiation therapy treatment planning, phase retrieval, image and signal processing, data compression, computerized tomography, and so on; see, e.g., $[3,4,5]$ and the references therein.

In 2012, Byrne et al. [6] considered the following problem: Given set-valued mappings $B_{i}$ : $H_{1} \rightarrow 2^{H_{1}}, 1 \leq i \leq m$, and $M_{j}: H_{2} \rightarrow 2^{H_{2}} 1 \leq j \leq N$, respectively, and bounded linear operators

[^0]$T_{j}: H_{1} \rightarrow H_{2}, 1 \leq j \leq N$, the Split Common Null Point Problem (SCNPP) that they investigated is to find $x \in H_{1}$ such that
$$
x \in\left(\cap_{i=1}^{m} B_{i}^{-1}(0)\right) \cap\left(\cap_{j=1}^{N} T_{j}^{-1}\left(M_{j}^{-1}(0)\right)\right),
$$
where $B_{i}^{-1}(0)$ and $M_{j}^{-1}(0)$ are null point sets of $B_{i}$ and $M_{j}$, respectively. When $m=N=1$, their problem reduces to finding a point $x \in H_{1}$ such that
\[

$$
\begin{equation*}
x \in B^{-1}(0) \text { and } T x \in M^{-1}(0) \tag{1.2}
\end{equation*}
$$

\]

When problem (1.2) is viewed separately, the problem of finding $x \in H$ such that $x \in B^{-1}(0)$ is the classical Null Point Problem (NPP). Byrne et al. [6] proposed the following algorithm and established some convergence theorems for solving SCNPP (1.2) when $B$ and $M$ are maximal monotone operators

$$
x_{n+1}=(I+\lambda B)^{-1}\left(x_{n}+\tau T^{*}\left((I+\lambda M)^{-1}-I\right) T x_{n}\right), n \geq 1
$$

where $\tau \in\left(0, \frac{1}{L}\right)$ with $L$ being the spectral radius of the operator $T^{*} T$.
In [7, Theorems 4.2 and 4.3], Takahashi et al. introduced and studied the following Generalized Split Feasibility Problem (GSFP) over the solution set of NPP:

$$
\begin{equation*}
\text { Find } x \in H_{1} \text { such that } x \in B^{-1}(0) \text { and } T x \in F i x(S), \tag{1.3}
\end{equation*}
$$

where $S: H_{2} \rightarrow H_{2}$ is a nonexpansive mapping, $\operatorname{Fix}(S)$ is the set of fixed points of $S$, and $B: H_{1} \rightarrow 2^{H_{1}}$ is a maximal monotone operator. To solve the GSFP (1.3), Takahashi et al. [7] proposed the following two methods:

$$
\begin{equation*}
x_{n+1}=\left(I+\lambda_{n} B\right)^{-1}\left(x_{n}+\tau_{n} T^{*}(S-I) T x_{n}\right), n \geq 1 \tag{1.4}
\end{equation*}
$$

where $0<\liminf _{n \rightarrow \infty} \lambda_{n} \leq \limsup \sup _{n \rightarrow \infty} \lambda_{n}<\infty$ and $0<\liminf _{n \rightarrow \infty} \tau_{n} \leq \limsup \sin _{n \rightarrow \infty} \tau_{n}<\frac{1}{\|T\|^{2}}$ and

$$
\begin{equation*}
x_{n+1}=\beta_{n} x_{n}+\left(1-\beta_{n}\right)\left(I+\lambda_{n} B\right)^{-1}\left(x_{n}+\lambda_{n} T^{*}(S-I) T x_{n}\right), n \geq 1 \tag{1.5}
\end{equation*}
$$

where $\sum_{n=1}^{\infty} \beta_{n}\left(1-\beta_{n}\right)=\infty, 0<a \leq \lambda_{n} \leq b<\frac{1}{\|T\|^{2}}$, and $\sum_{n=1}^{\infty}\left|\lambda_{n}-\lambda_{n+1}\right|<\infty$. They proved in [7, Theorem 4.2 and Theorem 4.3] that Algorithm (1.4) and Algorithm (1.5) respectively, converge weakly to a solution of the GSFP (1.3). Another form of the SIP which is more general than the SFP (1.1) is the following Split Variational Inequality Problem (SVIP), introduced and studied by Censor et al. [3] (see also [2]):

$$
\begin{equation*}
\text { Find } x^{*} \in C \text { such that }\left\langle A\left(x^{*}\right), x-x^{*}\right\rangle \geq 0, \forall x \in C \tag{1.6}
\end{equation*}
$$

and such that $y^{*}=T x^{*} \in Q$ solves

$$
\begin{equation*}
\left\langle g\left(y^{*}\right), y-y^{*}\right\rangle \geq 0, \forall y \in Q \tag{1.7}
\end{equation*}
$$

where $C$ and $Q$ are nonempty, closed, and convex subsets of real Hilbert spaces $H_{1}$ and $H_{2}$, respectively, $T: H_{1} \rightarrow H_{2}$ is a bounded linear operator, $A: H_{1} \rightarrow H_{1}$ and $g: H_{2} \rightarrow H_{2}$ are two given operators. Similar to the case of $\operatorname{SCNPP}$ (1.2), when problem (1.6)-(1.7) is viewed separately, (1.6) is the classical Variational Inequality Problem (VIP). To solve the SVIP (1.6)-(1.7), Censor et al. [3] proposed the following method:

$$
\begin{equation*}
x_{n+1}=P_{C}(I-\lambda A)\left(x_{n}+\tau T^{*}\left(P_{Q}(I-\lambda g)-I\right) T x_{n}\right), n \geq 1, \tag{1.8}
\end{equation*}
$$

where $\tau \in\left(0, \frac{1}{L}\right)$ with $L$ being the spectral radius of $T^{*} T$. They proved that their algorithm converges weakly to a solution of problem (1.6)-(1.7) under the assumption that $A, g$ are $\alpha_{1}, \alpha_{2}$ -inverse-strongly monotone and $\lambda \in(0,2 \alpha)$ (where $\alpha:=\min \left\{\alpha_{1}, \alpha_{2}\right\}$ ).

Motivated by the results of Takahashi et al. [7] and Censor et al. [3], Tian and Jiang [8] introduced and studied the following GSFP over the solution set of VIP:

$$
\begin{equation*}
\text { Find } x \in C \text { such that }\langle A x, y-x\rangle \geq 0 \forall y \in C \text { and } T x \in F i x(S) \text {, } \tag{1.9}
\end{equation*}
$$

where $C$ is a nonempty, closed, and convex subset $H_{1}, T: H_{1} \rightarrow H_{2}$ is a bounded and linear operator, $A: H_{1} \rightarrow H_{1}$ is a given operator, and $S: H_{2} \rightarrow H_{2}$ is nonexpansive. They proposed the following algorithm for solving (1.9):

$$
\left\{\begin{array}{l}
y_{n}=P_{C}\left(x_{n}-\tau_{n} T^{*}(I-S) T x_{n}\right)  \tag{1.10}\\
t_{n}=P_{C}\left(y_{n}-\lambda_{n} A\left(y_{n}\right)\right) \\
w_{n}=P_{C}\left(y_{n}-\lambda_{n} A\left(t_{n}\right)\right) \\
x_{n+1}=\alpha_{n} f\left(x_{n}\right)+\left(1-\alpha_{n}\right) w_{n}, n \geq 1
\end{array}\right.
$$

where $\left\{\alpha_{n}\right\} \subset(0,1)$ with $\lim _{n \rightarrow \infty} \alpha_{n}=0$ and $\sum_{n=1}^{\infty} \alpha_{n}=\infty, f$ is a contraction mapping, $\left\{\tau_{n}\right\} \subset[a, b]$ for some $a, b \in\left(0, \frac{1}{\|T\|^{2}}\right),\left\{\lambda_{n}\right\} \subset[c, d]$ for some $c, d \in\left(0, \frac{1}{L}\right)$, and $A$ is a monotone and $L$-Lipschitz continuous operator.

Based on the work of Censor et al. [3], Moudafi [9] recently introduced and studied a new type of SIP, called the Split Monotone Variational Inclusion Problem (SMVIP), which is to find

$$
\begin{equation*}
x \in H_{1} \text { such that } 0 \in A(x)+B(x), \tag{1.11}
\end{equation*}
$$

and such that $y=T x \in H_{2}$ solves

$$
\begin{equation*}
0 \in g(y)+M(y) \tag{1.12}
\end{equation*}
$$

where $B: H_{1} \rightarrow 2^{H_{1}}$ and $M: H_{2} \rightarrow 2^{H_{2}}$ are maximal monotone operators, $T: H_{1} \rightarrow H_{2}$ is a bounded and linear operator, $A: H_{1} \rightarrow H_{1}$ and $g: H_{2} \rightarrow H_{2}$ are singlevalued operators. We also note that if (1.11) and (1.12) are considered separately, we have that (1.11) is the classical Monotone Variational Inclusion Problem (MVIP). To solve the SMVIP (1.11)-(1.12), Moudafi [9] proposed the following iterative algorithm and obtained weak convergence result:

$$
\begin{equation*}
x_{n+1}=(I+\lambda B)^{-1}(I-\lambda A)\left(x_{n}+\tau T^{*}\left((I+\lambda M)^{-1}(I-\lambda g)-I\right) T x_{n}\right), n \geq 1, \tag{1.13}
\end{equation*}
$$

where $A, g$ are $\alpha_{1}, \alpha_{2}$-inverse-strongly monotone operators with $\lambda \in(0,2 \alpha)\left(\alpha=\min \left\{\alpha_{1}, \alpha_{2}\right\}\right)$, $\tau \in\left(0, \frac{1}{L}\right)$ with $L$ being the spectral radius of the operator $T^{*} T$. For the results on SIPs, we refer to $[10,11,12,13,14]$ and the references therein.

We mention here that all these papers share a common computational weakness, which is the fact that the stepsize $\tau\left(\tau_{n}\right)$ depends on the operator norm $\|T\|$ of $T$. For Algorithms (1.10) and (1.13), stepsize $\left\{\lambda_{n}\right\}$ (or $\lambda$ ) depends on the knowledge of the coefficient of the operators $A$ and $g$. We know that stepsizes play essential roles in the convergence properties of iterative methods, since the efficiency of the methods depends heavily on it. When the stepsize depends on the knowledge of either the operator norm or the coefficient of an operator, it usually slows down the convergence rate of the method. Moreover, in many practical cases, the operator norm or the coefficient of a given operator may not be known or may be difficult to estimate. Therefore, iterative methods that
does not depend on any of these, are more applicable in practice. For this reason, López et al. [15] proposed the following self-adaptive stepsize method for solving the SFP (1.1):

$$
x_{n+1}=P_{C}\left(x_{n}+\tau_{n} T^{*}\left(P_{Q}-I\right) T x_{n}\right), n \geq 1
$$

where the stepsize $\left\{\tau_{n}\right\}$ is computed as $\tau_{n}:=\frac{\rho_{n} f\left(x_{n}\right)}{\left\|\nabla f\left(x_{n}\right)\right\|^{2}}$, with $f(x)=\frac{1}{2}\left\|\left(I-P_{Q}\right) T x\right\|^{2}, \nabla f(x)=$ $T^{*}\left(I-P_{Q}\right) T x, \quad 0<\rho_{n}<4$, and $\inf \rho_{n}\left(4-\rho_{n}\right)>0$.

Based on the result of López et al. [15], Moudafi and Thakur [16] proposed the split proximal method for solving split minimization problem (that is, finding a minimizer $x$ of a convex function $f$ such that $T x$ minimizes another convex function $g$ ):

$$
x_{n+1}=\operatorname{prox}_{\lambda \tau_{n} f}\left(x_{n}-\tau_{n} T^{*}\left(I-\operatorname{prox}_{\lambda g}\right) T x_{n}\right), n \geq 1
$$

where $\operatorname{prox}_{\lambda g}(x)=\arg \min _{u \in H_{2}}\left\{g(u)+\frac{1}{2 \lambda}\|u-x\|^{2}\right\}$ and the stepsize $\tau_{n}:=\rho_{n} \frac{h\left(x_{n}\right)+l\left(x_{n}\right)}{\theta^{2}\left(x_{n}\right)}$ with $0 \leq$ $\rho_{n}<4, \theta(x):=\sqrt{\|\nabla h(x)\|^{2}+\|\nabla l(x)\|^{2}}, h(x)=\frac{1}{2}\left\|\left(I-\operatorname{prox}_{\lambda g}\right) T x\right\|^{2}$, and $l(x)=\frac{1}{2}\left\|\left(I-\operatorname{prox}_{\lambda \mu_{n} f}\right) x\right\|^{2}$.

Motivated by the results of López et al. [15] and Moudafi and Thakur [16], Tang and Gibali [17] introduced the following self-adaptive stepsize method for solving the SCNPP (1.2):

$$
\left\{\begin{array}{l}
y_{n}=\left(1-\beta_{n}\right) x_{n}+\beta_{n}(I+\lambda B)^{-1} x_{n} \\
x_{n+1}=\alpha_{n} x_{n}+\left(1-\alpha_{n}\right)\left(y_{n}+\tau_{n} T^{*}\left((I+\lambda M)^{-1}-I\right) T y_{n}\right), n \geq 1
\end{array}\right.
$$

where

$$
\beta_{n}=\left\{\begin{array}{l}
\rho_{n} \frac{h\left(x_{n}\right)}{\left\|F\left(x_{n}\right)\right\|^{2}+\left\|H\left(x_{n}\right)\right\|^{2}},\left\|F\left(x_{n}\right)\right\|^{2}+\left\|H\left(x_{n}\right)\right\|^{2} \neq 0, \\
0, \text { else },
\end{array}\right.
$$

and

$$
\tau_{n}=\left\{\begin{array}{l}
\rho_{n} \frac{f\left(y_{n}\right)}{\left\|F\left(x_{n}\right)\right\|^{2}+\left\|H\left(x_{n}\right)\right\|^{2}},\left\|F\left(x_{n}\right)\right\|^{2}+\left\|H\left(x_{n}\right)\right\|^{2} \neq 0, \\
0, \text { else }
\end{array}\right.
$$

with $f(x)=\frac{1}{2}\left\|\left(I-(I+\lambda M)^{-1}\right) T x\right\|^{2}, h(x)=\frac{1}{2}\left\|\left(I-(I+\lambda B)^{-1}\right) x\right\|^{2}, F(x)=\nabla f(x)$, and $H(x)=$ $\nabla h(x)$.

Motivated by the recent interest in this direction of research, it is our purpose in this paper to:

- study the following generalization of the SIPs (1.1), (1.2), (1.3), (1.6)-(1.7), (1.9), and (1.11)-(1.12); which we call the GSFP over the solution set of SMVIP.

Find $x \in H_{1}$ such that $0 \in A(x)+B(x)$ and $y=T x \in \operatorname{Fix}(S)$,
where $B: H_{1} \rightarrow 2^{H_{1}}$ is a maximal monotone operator, $T: H_{1} \rightarrow H_{2}$ is a bounded and linear operator, $A: H_{1} \rightarrow H_{1}$ is a monotone and Lipschitz continuous operator, and $S: H_{2} \rightarrow H_{2}$ is a nonexpansive mapping;

- propose a new iteratively generated self-adaptive stepsize procedure with the stepsizes $\left\{\tau_{n}\right\}$ and $\left\{\lambda_{n}\right\}$ being generated at each iteration by some simple calculations. Thus our method can be easily implemented;
- study some applications of the GSFP (1.14) to optimal control problems, split linear inverse problems, least absolute selection, and shrinkage operator problems via numerical computations.

By combining the new self-adaptive stepsize procedure with a viscosity method, and the inertial extrapolation technique, we propose a new method for solving the GSFP (1.14) in real Hilbert spaces. We prove that the sequence generated by this method converges strongly to a solution of the GSFP. We also derive the methods for solving problems (1.1), (1.2), (1.3), (1.6)-(1.7), (1.9), and (1.11)-(1.12).

We organize the rest of the paper as follows: We first recall some basic results in Section 2. Some discussions about our proposed method are given in Section 3. The convergence analysis of the proposed method is investigated in Section 4. Corollaries of our results are also discussed in Section 4. In Section 5, the established theorem is applied to solve optimal control problems, split linear inverse problems and least absolute selection and shrinkage operator problems, via numerical computations. We then conclude with some final remarks in Section 6, the last section.

## 2. Preliminaries

Let $H$ be a real Hilbert space, and let $A$ be a nonlinear operator defined on $H$. A point $x \in H$ is called a fixed point of $A$ if $A x=x$. The operator $A$ is said to be
(i) $\alpha$-inverse-strongly monotone (ism) if there exists $\alpha>0$ such that $\langle A x-A y, x-y\rangle \geq \alpha \| A x-$ $A y \|^{2}$ for all $x, y \in H$;
(ii) monotone if $\langle A x-A y, x-y\rangle \geq 0$ for all $x, y \in H$;
(iii) L-Lipschitz continuous if there exists a constant $L>0$ such that $\|A x-A y\| \leq L\|x-y\|$ for all $x, y \in H$. If $L \in(0,1)$ then $A$ is a contraction while $A$ is nonexpansive if $L=1$.
Clearly, $\alpha$-inverse-strongly monotone operators are monotone. We also know that every $\alpha$-inversestrongly monotone operator is $\frac{1}{\alpha}$-Lipschitz continuous.

Let $A$ be a multivalued operator, i.e. $A: H \rightarrow 2^{H}$. Recall that $A$ is called monotone if $\langle x-$ $y, u-v\rangle \geq 0$ for all $x, y \in H, u \in A(x), v \in A(y)$, and $A$ is maximal monotone if the graph $\operatorname{Gra}(A)$ of $A$ defined by $\operatorname{Gra}(A):=\{(x, y) \in H \times H: y \in A(x)\}$ is not properly contained in the graph of any other monotone operator. It is generally known that $A$ is maximal monotone if and only if, for $(x, u) \in H \times H,\langle x-y, u-v\rangle \geq 0$ for all $(y, v) \in \operatorname{Gra}(A)$ implies $u \in A(x)$. The resolvent operator $J_{\lambda}^{A}$ associated with a multivalued operator $A$ and $\lambda$ is the mapping $J_{\lambda}^{A}: H \rightarrow 2^{H}$ defined by $J_{\lambda}^{A}(x)=(I+\lambda A)^{-1} x$ for all $x \in H$ and $\lambda>0$, where $I$ is the identity operator on $H$. It is well-known that if the operator $A$ is monotone, then $J_{\lambda}^{A}$ is singlevalued and nonexpansive. For more details on monotone operators and their resolvents, we refer to $[18,19,20,21,22,23,24]$.

Recall that a mapping $S_{1}: H \rightarrow H$ is said to be averaged nonexpansive if $S_{1}=(1-\beta) I+\beta S_{2}$ holds for a nonexpansive operator $S_{2}: H \rightarrow H$ and $\beta \in(0,1)$. Recall that the metric projection, denoted as $P_{C}$, is a map defined from $H$ onto $C$, where $C$ a nonempty, closed, and convex subset $H$, which assigns each $x \in H$ to the unique point in $C$, denoted by $P_{C} x$ such that $\left\|x-P_{C} x\right\|=\inf \{\|x-y\|: y \in C\}$. It is well known that $P_{C} x$ is characterized by the inequality $\left\langle x-P_{C} x, z-P_{C} x\right\rangle \leq 0$ for all $z \in C$. We also define the normal cone of $C$ at a point $z \in H$, as $N_{C} z:=\{d \in H:\langle d, y-z\rangle \leq 0, \forall y \in C\}$ if $z \in C$ and $\emptyset$, otherwise.

The following equalities and inequalities are known in Hilbert spaces.
(i) $2\langle x, y\rangle=\|x\|^{2}+\|y\|^{2}-\|x-y\|^{2}=\|x+y\|^{2}-\|x\|^{2}-\|y\|^{2}$,
(ii) $\|\alpha x+(1-\alpha) y\|^{2}=\alpha\|x\|^{2}+(1-\alpha)\|y\|^{2}-\alpha(1-\alpha)\|x-y\|^{2}$,
(iii) $\|x-y\|^{2} \leq\|x\|^{2}+2\langle y, x-y\rangle$,
where $x, y \in H$ and $\alpha \in(0,1)$.

The following lemmas are needed for our strong convergence analysis.
Lemma 2.1. [25] Let $H$ be a real Hilbert space, and let $f: H \rightarrow H$ be a nonlinear mapping. Then
(i) if $f$ is $\eta$-ism and $\gamma>0$, then $\gamma f$ is $\frac{\eta}{\gamma}$-ism;
(ii) $f$ is averaged if and only if the complement $I-f$ is $\eta$-ism for some $\eta>\frac{1}{2}$. Indeed, for $\beta \in(0,1), f$ is $\beta$-averaged if and only if $I-f$ is $\frac{1}{2 \beta}$-ism.
Lemma 2.2. [26] Let $H$ be a real Hilbert space, and let $S: H \rightarrow H$ be a nonexpansive mapping with $\operatorname{Fix}(S) \neq \emptyset$. If $\left\{x_{n}\right\}$ is a sequence in $H$ converging weakly to $x^{*}$ and if $\left\{(I-S) x_{n}\right\}$ converges strongly to $y$, then $(I-S) x^{*}=y$.

Lemma 2.3. [27] Let $H$ be a real Hilbert space, $A: H \rightarrow H$ be a monotone and Lipschitz continuous operator, and $B: H \rightarrow 2^{H}$ be a maximal monotone operator. Then, the operator $(A+B): H \rightarrow 2^{H}$ is maximal monotone.

Lemma 2.4. [28] Let $\left\{a_{n}\right\}$ be a sequence of non-negative real numbers, $\left\{\beta_{n}\right\}$ be a sequence of real numbers in $(0,1)$ with condition $\sum_{n=1}^{\infty} \beta_{n}=\infty$, and $\left\{d_{n}\right\}$ be a sequence of real numbers. Assume that $a_{n+1} \leq\left(1-\beta_{n}\right) a_{n}+\beta_{n} d_{n}$ for $n \geq 0$. If $\lim \sup _{k \rightarrow \infty} d_{n_{k}} \leq 0$ for every subsequence $\left\{a_{n_{k}}\right\}$ of $\left\{a_{n}\right\}$ satisfying the condition: $\liminf _{k \rightarrow \infty}\left(a_{n_{k}+1}-a_{n_{k}}\right) \geq 0$, then $\lim _{n \rightarrow \infty} a_{n}=0$.
Lemma 2.5. [29] Let $\left\{a_{n}\right\}$ be a sequence of nonnegative real numbers satisfying the following: $a_{n+1} \leq\left(1-\beta_{n}\right) a_{n}+\sigma_{n}+\gamma_{n}$ for $n \geq 1$, where $\left\{\beta_{n}\right\}$ is a sequence in $(0,1)$ and $\left\{\sigma_{n}\right\}$ is a real sequence. Suppose that $\sum_{n=1}^{\infty} \gamma_{n}<\infty$ and $\sigma_{n} \leq \beta_{n} M$ for some $M \geq 0$. Then, $\left\{a_{n}\right\}$ is a bounded sequence.

## 3. Proposed Method

In this section, we present our method and discuss some of its features. We begin with the following assumptions under which our strong convergence is obtained.

Assumption 3.1. $H_{1}$ and $H_{2}$ are two real Hilbert spaces. Furthermore, we assume that the following hold:
(a) $B: H_{1} \rightarrow 2^{H_{1}}$ is a maximal monotone operator and $A: H_{1} \rightarrow H_{1}$ is a monotone and Lipschitz continuous operator but the Lipschitz constant need not to be known.
(b) $T: H_{1} \rightarrow H_{2}$ is a bounded linear operator such that $T \neq 0$.
(c) $S: H_{2} \rightarrow H_{2}$ is nonexpansive and $f: H_{1} \rightarrow H_{1}$ is a contraction with coefficient $\rho \in(0,1)$.
(c) The solution set $\Gamma:=\left\{z \in(A+B)^{-1}(0): T z \in F i x(S)\right\}$ is nonempty.

Next, we state the conditions under which our parameters are chosen.
Assumption 3.2. Suppose that $\left\{\alpha_{n}\right\}$ and $\left\{\varepsilon_{n}\right\}$ are positive sequences satisfying the following conditions:
(a) $\left\{\alpha_{n}\right\} \subset(0,1)$ with $\lim _{n \rightarrow \infty} \alpha_{n}=0$ and $\sum_{n=1}^{\infty} \alpha_{n}=\infty$.
(b) $\varepsilon_{n}=o\left(\alpha_{n}\right)$, where $\varepsilon_{n}=o\left(\alpha_{n}\right)$ means $\lim _{n \rightarrow \infty} \frac{\varepsilon_{n}}{\alpha_{n}}=0$.

In the sequel, we define $F x:=T^{*}(I-S) T x$. We shall see that $F$ is Lipschitz continuous. We now present the proposed method of this paper.

## Algorithm 3.3.

Step 0: Choose sequences $\left\{\alpha_{n}\right\}_{n=1}^{\infty}$ and $\left\{\varepsilon_{n}\right\}_{n=1}^{\infty}$ such that the conditions from Assumption 3.2 hold, and let $\tau_{1}, \lambda_{1}>0, \mu, \delta \in(0,1), \theta \geq 3$ and $x_{0}, x_{1} \in H_{1}$ be given arbitrarily. Set $n:=1$.
Step 1. Given the iterates $x_{n-1}$ and $x_{n}(n \geq 1)$, choose the sequence $\left\{\theta_{n}\right\}$ such that $0 \leq \theta_{n} \leq \bar{\theta}_{n}$, where

$$
\bar{\theta}_{n}:= \begin{cases}\min \left\{\frac{n-1}{n+\theta-1}, \frac{\varepsilon_{n}}{\left\|x_{n}-x_{n-1}\right\|}\right\} & \text { if } x_{n} \neq x_{n-1} \\ \frac{n-1}{n+\theta-1} & \text { otherwise }\end{cases}
$$

Step 2. Set $u_{n}=x_{n}+\theta_{n}\left(x_{n}-x_{n-1}\right)$. Then, compute

$$
\begin{equation*}
w_{n}=u_{n}-\tau_{n} F u_{n} \text { and } y_{n}=\left(I+\lambda_{n} B\right)^{-1}\left(I-\lambda_{n} A\right) w_{n} . \tag{3.1}
\end{equation*}
$$

Step 3. Compute $x_{n+1}=\alpha_{n} f\left(x_{n}\right)+\left(1-\alpha_{n}\right) z_{n}$, where $z_{n}=y_{n}-\lambda_{n}\left(A y_{n}-A w_{n}\right)$. Update:

$$
\begin{align*}
& \tau_{n+1}= \begin{cases}\min \left\{\frac{\delta\left\|w_{n}-u_{n}\right\|}{\left\|F w_{n}-F u_{n}\right\|}, \tau_{n}\right\}, & \text { if } F w_{n} \neq F u_{n}, \\
\tau_{n}, & \text { otherwise }\end{cases}  \tag{3.2}\\
& \lambda_{n+1}= \begin{cases}\min \left\{\frac{\mu\left\|w_{n}-y_{n}\right\|}{\left\|A w_{n}-A y_{n}\right\|}, \lambda_{n}\right\}, & \text { if } A w_{n} \neq A y_{n} \\
\lambda_{n}, & \text { otherwise }\end{cases} \tag{3.3}
\end{align*}
$$

Stopping criterion: If $y_{n}=w_{n}=u_{n}=x_{n}$, then stop, otherwise, set $n:=n+1$ and go back to Step 1.

Remark 3.1. (a) Assumption 3.1 (a) requires that operator $A$ to be monotone and Lipschitz continuous, which is weaker than the inverse-strongly monotonicity assumptions required in $[2,9,12,13]$.
(b) Stepsizes $\left\{\tau_{n}\right\}$ and $\left\{\lambda_{n}\right\}$ given by (3.2) and (3.3) respectively are generated at each iteration by some simple calculations. Thus, $\left\{\tau_{n}\right\}$ and $\left\{\lambda_{n}\right\}$ are easily implemented without the prior knowledge of the operator norm $\|T\|$ and the Lipschitz constant of $A$ respectively.
(c) Step 1 of Algorithm 3.3 is also easily implemented since the value of $\left\|x_{n}-x_{n-1}\right\|$ is a priori known before choosing $\theta_{n}$. Moreover, we will see in Section 5 that, different choices of the inertial factor $\theta \geq 3$ plays crucial role in the convergence properties of our method.
We next show that the stopping criterion of Algorithm 3.3 is valid.
Lemma 3.1. If $y_{n}=w_{n}=u_{n}=x_{n}$ in Algorithm 3.3, then $x_{n} \in \Gamma$.
Proof. If $y_{n}=w_{n}=u_{n}=x_{n}$, then it is clear from (3.1) that $x_{n} \in(A+B)^{-1}(0)$. Also, we obtain that $x_{n}=x_{n}-\tau_{n} F x_{n}=x_{n}-\tau_{n} T^{*}(I-S) T x_{n}$, which implies that $T^{*}(I-S) T x_{n}=0$. That is, $S T x_{n}=$ $T x_{n}+v$, where $T^{*} v=0$. Now, let $z \in \Gamma$, then

$$
\begin{aligned}
\left\|T x_{n}-T z\right\|^{2} & =\left\|T x_{n}-T z\right\|^{2}+2\left\langle T x_{n}-T z, v\right\rangle \\
& =\left\|S T x_{n}-T z\right\|^{2}-\|v\|^{2} \\
& \leq\left\|T x_{n}-T z\right\|^{2}-\|v\|^{2}
\end{aligned}
$$

which implies that $\|v\|=0$. That is, $v=0$. Hence $S T x_{n}=T x_{n}$, which gives that $T x_{n} \in \operatorname{Fix}(S)$. Thus $x_{n} \in \Gamma$.

The following results concerns the stepsizes $\left\{\tau_{n}\right\}$ and $\left\{\lambda_{n}\right\}$ generated by (3.2) and (3.3) respectively.

Lemma 3.2. The limit of the stepsize $\left\{\tau_{n}\right\}$ exists and $\lim _{n \rightarrow \infty} \tau_{n}>0$.
Proof. From (3.2), it is obvious that $\tau_{n+1} \leq \tau_{n}$ for all $n \in \mathbb{N}$. We also know that if $S$ is nonexpansive, then $I-S$ is $\frac{1}{2}$-inverse-strongly monotone. Thus we obtain for all $x, y \in H_{1}$ that

$$
\begin{aligned}
\|F x-F y\|^{2} & \leq\left\|T^{*}\right\|^{2}\|(I-S) T x-(I-S) T y\|^{2} \\
& \leq 2\|T\|^{2}\left\langle x-y, T^{*}(I-S) T x-T^{*}(I-S) T y\right\rangle \\
& \leq 2\|T\|^{2}\|x-y\|\left\|T^{*}(I-S) T x-T^{*}(I-S) T y\right\|,
\end{aligned}
$$

which implies that $\|F x-F y\| \leq 2\|T\|^{2}\|x-y\|$. Therefore, $F$ is Lipschitz continuous. Thus, we get in the case of $F w_{n} \neq F u_{n}$ that

$$
\tau_{n+1}=\min \left\{\frac{\delta\left\|w_{n}-u_{n}\right\|}{\left\|F w_{n}-F u_{n}\right\|}, \tau_{n}\right\} \geq \min \left\{\frac{\delta}{2\|T\|^{2}}, \tau_{n}\right\}
$$

Hence, by induction, we obtain that $\left\{\tau_{n}\right\}$ is bounded below by $\min \left\{\frac{\delta}{2\|T\|^{2}}, \tau_{1}\right\}$. Hence, the limit of $\left\{\tau_{n}\right\}$ exists and $\lim _{n \rightarrow \infty} \tau_{n} \geq \min \left\{\tau_{1}, \frac{\delta}{2\|T\|^{2}}\right\}>0$.
Remark 3.2. Similar to Lemma 3.2, we obtain that the limit of the stepsize $\left\{\lambda_{n}\right\}$ exists and $\lim _{n \rightarrow \infty} \lambda_{n}>0$.

## 4. Convergence Analysis

Lemma 4.1. Let $\left\{x_{n}\right\}$ be a sequence generated by Algorithm 3.3 such that Assumption 3.1 and Assumption 3.2 hold. Then $\left\{x_{n}\right\}$ is bounded.

Proof. Let $p \in \Gamma$, then $0 \in(A+B)(p)$. Also, from (3.1), we obtain that

$$
A y_{n}+\frac{1}{\lambda_{n}}\left(w_{n}-\lambda_{n} A w_{n}-y_{n}\right) \in(A+B) y_{n} .
$$

Hence, we obtain from Lemma 2.3 that

$$
\left\langle A y_{n}+\frac{1}{\lambda_{n}}\left(w_{n}-\lambda_{n} A w_{n}-y_{n}\right), y_{n}-p\right\rangle \geq 0
$$

which implies that

$$
\begin{equation*}
\left\langle y_{n}-w_{n}-\lambda_{n}\left(A y_{n}-A w_{n}\right), y_{n}-p\right\rangle \leq 0 . \tag{4.1}
\end{equation*}
$$

Again, from (3.3), it is clear that

$$
\begin{equation*}
\left\|A y_{n}-A w_{n}\right\| \leq \frac{\mu}{\lambda_{n+1}}\left\|w_{n}-y_{n}\right\| \forall n \in \mathbb{N} \tag{4.2}
\end{equation*}
$$

holds for both $A w_{n}=A y_{n}$ and $A w_{n} \neq A y_{n}$. Also, we obtain from Lemma 3.2 that

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left(1-\lambda_{n}^{2} \frac{\mu^{2}}{\lambda_{n+1}^{2}}\right)=1-\mu^{2}>0 \tag{4.3}
\end{equation*}
$$

Thus, there exists $n_{0} \in \mathbb{N}$ such that $1-\lambda_{n}^{2} \frac{\mu^{2}}{\lambda_{n+1}^{2}}>0 \forall n \geq n_{0}$. Hence, by Step 3, (4.2), and (4.1), we obtain

$$
\begin{align*}
\left\|z_{n}-p\right\|^{2}= & \left\|w_{n}-p\right\|^{2}+\left\|y_{n}-w_{n}\right\|^{2}+\lambda_{n}^{2}\left\|A y_{n}-A w_{n}\right\|^{2}+2\left\langle y_{n}-p, y_{n}-w_{n}\right\rangle \\
& -2\left\langle y_{n}-w_{n}, y_{n}-w_{n}\right\rangle-2 \lambda_{n}\left\langle y_{n}-p, A y_{n}-A w_{n}\right\rangle \\
= & \left\|w_{n}-p\right\|^{2}-\left\|y_{n}-w_{n}\right\|^{2}+\lambda_{n}^{2}\left\|A y_{n}-A w_{n}\right\|^{2}+2\left\langle y_{n}-p, y_{n}-w_{n}-\lambda_{n}\left(A y_{n}-A w_{n}\right)\right\rangle \\
\leq & \left\|w_{n}-p\right\|^{2}-\left(1-\lambda_{n}^{2} \frac{\mu^{2}}{\lambda_{n+1}^{2}}\right)\left\|y_{n}-w_{n}\right\|^{2}+2\left\langle y_{n}-p, y_{n}-w_{n}-\lambda_{n}\left(A y_{n}-A w_{n}\right)\right\rangle \\
\leq & \left\|w_{n}-p\right\|^{2}-\left(1-\lambda_{n}^{2} \frac{\mu^{2}}{\lambda_{n+1}^{2}}\right)\left\|y_{n}-w_{n}\right\|^{2}  \tag{4.4}\\
\leq & \left\|w_{n}-p\right\|^{2}, \forall n \geq n_{0} . \tag{4.5}
\end{align*}
$$

Since $F$ is $2\|T\|$-Lipschitz continuous, it is $\frac{1}{2\|T\|}$-inverse-strongly monotone. Hence, we obtain from Lemma 2.1 that $I-\tau_{n} F$ is $\tau_{n}\|T\|^{2}$-averaged. That is, $I-\tau_{n} T^{*}(I-S) T=\left(1-\beta_{n}\right) I+\beta_{n} S_{n}$ for all $n \in \mathbb{N}$, where $\beta_{n}=\tau_{n}\|T\|^{2}$ and $S_{n}$ is nonexpansive for all $n \in \mathbb{N}$. Therefore, we can rewrite $w_{n}$ from (3.1) as

$$
\begin{equation*}
w_{n}=\left(1-\beta_{n}\right) u_{n}+\beta_{n} S_{n} u_{n}, n \geq 1 \tag{4.6}
\end{equation*}
$$

Hence, we obtain that

$$
\begin{align*}
\left\|w_{n}-p\right\|^{2} & \leq\left(1-\beta_{n}\right)\left\|u_{n}-p\right\|^{2}+\beta_{n}\left\|S_{n} u_{n}-p\right\|^{2}-\beta_{n}\left(1-\beta_{n}\right)\left\|u_{n}-S_{n} u_{n}\right\|^{2} \\
& \leq\left\|u_{n}-p\right\|^{2}-\beta_{n}\left(1-\beta_{n}\right)\left\|u_{n}-S_{n} u_{n}\right\|^{2}  \tag{4.7}\\
& \leq\left\|u_{n}-p\right\|^{2} .
\end{align*}
$$

Observe from Step 1 and Assumption 3.2 that $\theta_{n}\left\|x_{n}-x_{n-1}\right\| \leq \varepsilon_{n}$ for all $n \in \mathbb{N}$, which implies that

$$
\begin{equation*}
\frac{\theta_{n}}{\alpha_{n}}\left\|x_{n}-x_{n-1}\right\| \leq \frac{\varepsilon_{n}}{\alpha_{n}} \rightarrow 0, \text { as } n \rightarrow \infty . \tag{4.8}
\end{equation*}
$$

Hence, there exists $M>0$ such that $\frac{\theta_{n}}{\alpha_{n}}\left|\mid x_{n}-x_{n-1} \| \leq M\right.$ for all $n \in \mathbb{N}$. Thus, we obtain from Step 2 that

$$
\begin{align*}
\left\|u_{n}-p\right\| & \leq\left\|x_{n}-p\right\|+\theta_{n}\left\|x_{n}-x_{n-1}\right\| \\
& =\left\|x_{n}-p\right\|+\alpha_{n} \frac{\theta_{n}}{\alpha_{n}}\left\|x_{n}-x_{n-1}\right\| \\
& \leq\left\|x_{n}-p\right\|+\alpha_{n} M, \forall n \in \mathbb{N} . \tag{4.9}
\end{align*}
$$

Combining (4.5), (4.7), and (4.9), we obtain that

$$
\begin{aligned}
\left\|x_{n+1}-p\right\| & \leq \alpha_{n}\left\|f\left(x_{n}\right)-p\right\|+\left(1-\alpha_{n}\right)\left\|z_{n}-p\right\| \\
& \leq \alpha_{n} \rho\left\|x_{n}-p\right\|+\alpha_{n}\|f(p)-p\|+\left(1-\alpha_{n}\right)\left\|z_{n}-p\right\| \\
& \leq\left(1-\alpha_{n}(1-\rho)\right)\left\|x_{n}-p\right\|+\alpha_{n}[M+\|f(p)-p\|], \forall n \geq n_{0},
\end{aligned}
$$

which implies by Lemma 2.5 that $\left\{x_{n}\right\}$ is bounded. Consequently, $\left\{w_{n}\right\},\left\{u_{n}\right\},\left\{y_{n}\right\},\left\{z_{n}\right\}$, and $\left\{f\left(x_{n}\right)\right\}$ are all bounded.

Lemma 4.2. Let $\left\{x_{n}\right\}$ be a sequence generated by Algorithm 3.3 such that Assumption 3.1 and Assumption 3.2 hold. If there exists a subsequence $\left\{x_{n_{k}}\right\}$ of $\left\{x_{n}\right\}$ convergent weakly to a point $z \in H_{1}$ and $\lim _{n \rightarrow \infty}\left\|w_{n_{k}}-y_{n_{k}}\right\|=0=\lim _{n \rightarrow \infty}\left\|w_{n_{k}}-x_{n_{k}}\right\|$, then $z \in \Gamma$.
Proof. By Step 2 and (4.8), we obtain that

$$
\begin{equation*}
\left\|u_{n}-x_{n}\right\|=\alpha_{n} \frac{\theta_{n}}{\alpha_{n}}\left\|x_{n}-x_{n-1}\right\| \rightarrow 0, \text { as } n \rightarrow \infty . \tag{4.10}
\end{equation*}
$$

Thus, we obtain from the hypothesis that

$$
\begin{equation*}
\lim _{k \rightarrow \infty}\left\|u_{n_{k}}-w_{n_{k}}\right\|=0 \tag{4.11}
\end{equation*}
$$

Now, let the subsequence $\left\{x_{n_{k}}\right\}$ of $\left\{x_{n}\right\}$ be weakly convergent to a point $z \in H_{1}$. Then, it follows that the subsequences $\left\{w_{n_{k}}\right\},\left\{y_{n_{k}}\right\}$, and $\left\{u_{n_{k}}\right\}$ are also weakly convergent to $z \in H_{1}$. Also, by Lemma 3.2, we obtain that $\lim _{n \rightarrow \infty} \tau_{n}=\tau>0$. Furthermore, since $F \equiv T^{*}(I-S) T$ is Lipschitz continuous, we have that $\left\{T^{*}(I-S) T u_{n_{k}}\right\}$ is bounded. Hence,

$$
\left\|\left(I-\tau_{n_{k}} T^{*}(I-S) T\right) u_{n_{k}}-\left(I-\tau T^{*}(I-S) T\right) u_{n_{k}}\right\|=\left|\tau_{n_{k}}-\tau\right|\left\|T^{*}(I-S) T u_{n_{k}}\right\| \rightarrow 0
$$

as $k \rightarrow \infty$. That is, $\lim _{k \rightarrow \infty}\left\|w_{n_{k}}-\left(I-\tau T^{*}(I-S) T\right) u_{n_{k}}\right\|=0$, which implies from (4.11) that $\lim _{k \rightarrow \infty}\left\|u_{n_{k}}-\left(I-\tau T^{*}(I-S) T\right) u_{n_{k}}\right\|=0$. Thus, by Lemma 2.2, we obtain that $z \in \operatorname{Fix}\left(I-\tau T^{*}(I-\right.$ $S) T$ ). Hence, using the same line of argument as in the proof of Lemma 3.1, we obtain that $T z \in \operatorname{Fix}(S)$. Now, let $(v, w) \in G(A+B)$. Then $w-A v \in B(v)$. Also, we obtain from (3.1) that $\frac{1}{\lambda_{n_{k}}}\left(w_{n_{k}}-\lambda_{n_{k}} A w_{n_{k}}-y_{n_{k}}\right) \in B\left(y_{n_{k}}\right)$. Thus, we have from the monotonicity of $B$ that

$$
\left\langle v-y_{n_{k}}, w-A v-\frac{1}{\lambda_{n_{k}}}\left(w_{n_{k}}-\lambda_{n_{k}} A w_{n_{k}}-y_{n_{k}}\right)\right\rangle \geq 0
$$

which together with the monotonicity of $A$ yields

$$
\begin{align*}
\left\langle v-y_{n_{k}}, w\right\rangle \geq & \left\langle v-y_{n_{k}}, A v-A\left(y_{n_{k}}\right)\right\rangle+\left\langle v-y_{n_{k}}, A\left(y_{n_{k}}\right)-A\left(w_{n_{k}}\right)\right\rangle \\
& +\left\langle v-y_{n_{k}}, \frac{1}{\lambda_{n_{k}}}\left(w_{n_{k}}-y_{n_{k}}\right)\right\rangle \\
\geq & \left\langle v-y_{n_{k}}, A\left(y_{n_{k}}\right)-A\left(w_{n_{k}}\right)\right\rangle+\left\langle v-y_{n_{k}}, \frac{1}{\lambda_{n_{k}}}\left(w_{n_{k}}-y_{n_{k}}\right)\right\rangle . \tag{4.12}
\end{align*}
$$

Passing limit as $k \rightarrow \infty$ in (4.12), we obtain $\langle v-z, w\rangle \geq 0$. Also, by Lemma 2.3, $A+B$ is maximal monotone. Thus we obtain that $0 \in(A+B) z$. This gives that $z \in \Gamma$.

We now present the main theorem of this paper.
Theorem 4.1. Let $\left\{x_{n}\right\}$ be a sequence generated by Algorithm 3.3 such that Assumption 3.1 and Assumption 3.2 hold. Then, $\left\{x_{n}\right\}$ converges strongly to $z^{*}=P_{\Gamma} f\left(z^{*}\right)$.
Proof. Let $z^{*}=P_{\Gamma} f\left(z^{*}\right)$. From (4.7), we obtain

$$
\begin{align*}
\left\|w_{n}-z^{*}\right\|^{2} & \leq\left\|x_{n}-z^{*}\right\|^{2}+2 \theta_{n}\left\langle x_{n}-z^{*}, x_{n}-x_{n-1}\right\rangle+\theta_{n}^{2}\left\|x_{n}-x_{n-1}\right\|^{2} \\
& \leq\left\|x_{n}-z^{*}\right\|^{2}+\theta_{n}\left\|x_{n}-x_{n-1}\right\|\left[2| | x_{n}-z^{*}\left\|+\theta_{n}\right\| x_{n}-x_{n-1} \|\right] \\
& \leq\left\|x_{n}-z^{*}\right\|^{2}+3 \theta_{n}\left\|x_{n}-x_{n-1}\right\| \bar{M}, \tag{4.13}
\end{align*}
$$

for some $\bar{M}>0$. By Step 3, (4.4), (4.13), (4.5), (4.7), and (4.9), we obtain that

$$
\begin{align*}
&\left\|x_{n+1}-z^{*}\right\|^{2} \\
& \leq\left(1-\alpha_{n}\right)^{2}\left\|z_{n}-z^{*}\right\|^{2}+2 \alpha_{n}\left\langle f\left(x_{n}\right)-z^{*}, x_{n+1}-z^{*}\right\rangle \\
& \leq\left(1-\alpha_{n}\right)^{2}\left[\left\|x_{n}-z^{*}\right\|^{2}+3 \theta_{n}\left\|x_{n}-x_{n-1}\right\| \bar{M}\right]-\left(1-\alpha_{n}\right)^{2}\left(1-\lambda_{n}^{2} \frac{\mu^{2}}{\lambda_{n+1}^{2}}\right)\left\|y_{n}-w_{n}\right\|^{2} \\
&+2 \alpha_{n}\left\langle f\left(x_{n}\right)-z^{*}, x_{n+1}-z^{*}\right\rangle \\
& \leq\left(1-\alpha_{n}\right)^{2}\left[\left\|x_{n}-z^{*}\right\|^{2}+3 \theta_{n}\left\|x_{n}-x_{n-1}\right\| \bar{M}\right]-\left(1-\alpha_{n}\right)^{2}\left(1-\lambda_{n}^{2} \frac{\mu^{2}}{\lambda_{n+1}^{2}}\right)\left\|y_{n}-w_{n}\right\|^{2}  \tag{4.14}\\
&+2 \alpha_{n} \rho\left\|x_{n}-z^{*}\right\|\left\|x_{n+1}-z^{*}\right\|+2 \alpha_{n}\left\langle f\left(z^{*}\right)-z^{*}, x_{n+1}-z^{*}\right\rangle \\
& \leq\left(1-\alpha_{n}\right)^{2}\left[\left\|x_{n}-z^{*}\right\|^{2}+3 \theta_{n}\left\|x_{n}-x_{n-1}\right\| \bar{M}\right]-\left(1-\alpha_{n}\right)^{2}\left(1-\lambda_{n}^{2} \frac{\mu^{2}}{\lambda_{n+1}^{2}}\right)\left\|y_{n}-w_{n}\right\|^{2} \\
&+2 \alpha_{n} \rho\left\|x_{n}-z^{*}\right\|\left[\left\|x_{n}-z^{*}\right\|+\alpha_{n}\left(\left\|f\left(x_{n}\right)-z^{*}\right\|+M\right)\right]+2 \alpha_{n}\left\langle f\left(z^{*}\right)-z^{*}, x_{n+1}-z^{*}\right\rangle \\
& \leq\left(1-\alpha_{n}\right)^{2}\left[\left\|x_{n}-z^{*}\right\|^{2}+3 \theta_{n}\left\|x_{n}-x_{n-1}\right\| \bar{M}\right]-\left(1-\alpha_{n}\right)^{2}\left(1-\lambda_{n}^{2} \frac{\mu^{2}}{\lambda_{n+1}^{2}}\right)\left\|y_{n}-w_{n}\right\|^{2} \\
&+2 \alpha_{n} \rho\left\|x_{n}-z^{*}\right\|^{2}+\alpha_{n}^{2} K+2 \alpha_{n}\left\langle f\left(z^{*}\right)-z^{*}, x_{n+1}-z^{*}\right\rangle, \forall n \geq n_{0},
\end{align*}
$$

for some $K>0$. Hence, we obtain from (4.14) that

$$
\begin{align*}
\left\|x_{n+1}-z^{*}\right\|^{2} \leq & \left(1-2 \alpha_{n}(1-\rho)\right)\left\|x_{n}-z^{*}\right\|^{2}+\alpha_{n}^{2}\left\|x_{n}-z^{*}\right\|^{2}+3 \alpha_{n} M \bar{M} \\
& -\left(1-\alpha_{n}\right)^{2}\left(1-\lambda_{n}^{2} \frac{\mu^{2}}{\lambda_{n+1}^{2}}\right)\left\|y_{n}-w_{n}\right\|^{2}+\alpha_{n}^{2} K+2 \alpha_{n}\left\langle f\left(z^{*}\right)-z^{*}, x_{n+1}-z^{*}\right\rangle \\
\leq & \left(1-2 \alpha_{n}(1-\rho)\right)\left\|x_{n}-z^{*}\right\|^{2}+\alpha_{n} v_{n}, \forall n \geq n_{0}, \tag{4.15}
\end{align*}
$$

where $v_{n}:=\alpha_{n}\left[\left\|x_{n}-z^{*}\right\|^{2}+3 M \bar{M}+K\right]+2\left\langle f\left(z^{*}\right)-z^{*}, x_{n+1}-z^{*}\right\rangle$. To show that $\left\{x_{n}\right\}$ converges strongly to $z^{*}$, we apply Lemma 2.4. That is, we show that $\lim \sup v_{n_{k}} \leq 0$ for every subsequence $\left\{\left\|x_{n_{k}}-z^{*}\right\|\right\}$ of $\left\{\left\|x_{n}-z^{*}\right\|\right\}$ satisfying

$$
\begin{equation*}
\liminf _{k \rightarrow \infty}\left(\left\|x_{n_{k}+1}-z^{*}\right\|-\left\|x_{n_{k}}-z^{*}\right\|\right) \geq 0 \tag{4.16}
\end{equation*}
$$

Now, suppose that $\left\{\left\|x_{n_{k}}-z^{*}\right\|\right\}$ is a subsequence of $\left\{\left\|x_{n}-z^{*}\right\|\right\}$ such that (4.16) holds. Then,

$$
\begin{aligned}
& \liminf _{k \rightarrow \infty}\left(\left\|x_{n_{k}+1}-z^{*}\right\|^{2}-\left\|x_{n_{k}}-z^{*}\right\|^{2}\right) \\
= & \liminf _{k \rightarrow \infty}\left[\left(\left\|x_{n_{k}+1}-z^{*}\right\|-\left\|x_{n_{k}}-z^{*}\right\|\right)\left(\left\|x_{n_{k}+1}-z^{*}\right\|+\left\|x_{n_{k}}-z^{*}\right\|\right)\right] \geq 0 .
\end{aligned}
$$

Hence, we obtain from (4.15) and Assumption 3.2 that

$$
\begin{aligned}
& \limsup _{k \rightarrow \infty}\left[\left(1-\alpha_{n_{k}}\right)^{2}\left(1-\lambda_{n_{k}}^{2} \frac{\mu^{2}}{\lambda_{n_{k}+1}^{2}}\right)\left\|y_{n_{k}}-w_{n_{k}}\right\|^{2}\right] \\
& \leq \limsup _{k \rightarrow \infty}\left[\left\|x_{n_{k}}-z^{*}\right\|^{2}-\left\|x_{n_{k}+1}-z^{*}\right\|^{2}\right]=-\underset{k \rightarrow \infty}{\liminf }\left[\left\|x_{n_{k}+1}-z^{*}\right\|^{2}-\left\|x_{n_{k}}-z^{*}\right\|^{2}\right] \leq 0
\end{aligned}
$$

which from (4.3) gives that

$$
\begin{equation*}
\lim _{k \rightarrow \infty}\left\|y_{n_{k}}-w_{n_{k}}\right\|=0 \tag{4.17}
\end{equation*}
$$

From (4.7) and (4.13), we obtain that

$$
\begin{align*}
\beta_{n_{k}}\left(1-\beta_{n_{k}}\right)\left\|u_{n_{k}}-S_{n_{k}} u_{n_{k}}\right\| & \leq\left\|u_{n_{k}}-z^{*}\right\|^{2}-\left\|w_{n_{k}}-z^{*}\right\|^{2} \\
& \leq\left\|x_{n_{k}}-z^{*}\right\|^{2}+3 \alpha_{n_{k}} M \bar{M}-\left\|w_{n_{k}}-z^{*}\right\|^{2} . \tag{4.18}
\end{align*}
$$

We also have $-\left\|w_{n_{k}}-z^{*}\right\|^{2} \leq-\left\|x_{n_{k}+1}-z^{*}\right\|^{2}+2 \alpha_{n_{k}}\left\langle f\left(x_{n_{k}}\right)-z^{*}, x_{n_{k}+1}-z^{*}\right\rangle$, which implies from (4.18) that

$$
\begin{aligned}
\limsup _{k \rightarrow \infty} \beta_{n_{k}}\left(1-\beta_{n_{k}}\right)\left\|u_{n_{k}}-S_{n_{k}} u_{n_{k}}\right\| \leq & \limsup _{k \rightarrow \infty}\left[\left\|x_{n_{k}}-z^{*}\right\|^{2}+3 \alpha_{n_{k}} M \bar{M}-\left\|x_{n_{k}+1}-z^{*}\right\|^{2}\right] \\
& +\limsup _{k \rightarrow \infty} 2 \alpha_{n_{k}}\left\langle f\left(x_{n_{k}}\right)-z^{*}, x_{n_{k}+1}-z^{*}\right\rangle \\
= & -\liminf _{k \rightarrow \infty}\left[\left\|x_{n_{k}+1}-z^{*}\right\|^{2}-\left\|x_{n_{k}}-z^{*}\right\|^{2}\right] \leq 0
\end{aligned}
$$

which implies that $\lim _{k \rightarrow \infty}| | S u_{n_{k}}-u_{n_{k}} \|=0$. Thus, we obtain from (4.6) that $\lim _{k \rightarrow \infty}\left\|w_{n_{k}}-u_{n_{k}}\right\|=$ 0 . Hence, we obtain from (4.10) that $\lim _{k \rightarrow \infty}\left\|w_{n_{k}}-x_{n_{k}}\right\|=0$. Observe also from Step 3 and (4.17) that $\left\|z_{n_{k}}-y_{n_{k}}\right\|=\left\|\lambda_{n_{k}}\left(A y_{n_{k}}-A w_{n_{k}}\right)\right\| \leq \lambda_{n_{k}} L\left\|w_{n_{k}}-y_{n_{k}}\right\| \rightarrow 0$ as $k \rightarrow \infty$. Thus, we obtain from (4.17) that $\lim _{k \rightarrow \infty}\left\|z_{n_{k}}-w_{n_{k}}\right\|=0$. Also, we have that $\left\|x_{n_{k}+1}-z_{n_{k}}\right\|=\alpha_{n_{k}}| | f\left(x_{n_{k}}\right)-z_{n_{k}} \| \rightarrow 0$ as $k \rightarrow \infty$. It follows that $\lim _{n \rightarrow \infty}\left\|x_{n_{k}+1}-x_{n_{k}}\right\|=0$. Again, by Lemma 4.1, we can chose a subsequence $\left\{x_{n_{k_{j}}}\right\}$ of $\left\{x_{n_{k}}\right\}$ such that $\left\{x_{n_{k_{j}}}\right\}$ converges weakly to $z \in H_{1}$ and

$$
\limsup _{k \rightarrow \infty}\left\langle f\left(z^{*}\right)-z^{*}, x_{n_{k}}-z^{*}\right\rangle=\lim _{j \rightarrow \infty}\left\langle f\left(z^{*}\right)-z^{*}, x_{n_{k_{j}}}-z^{*}\right\rangle=\left\langle f\left(z^{*}\right)-z^{*}, z-z^{*}\right\rangle
$$

Also, we obtain from (4.17) and Lemma 4.2 that $z \in \Gamma$. Since $z^{*}=P_{\Gamma} f\left(z^{*}\right)$, we obtain from the previous equality that $\limsup _{k \rightarrow \infty}\left\langle f\left(z^{*}\right)-z^{*}, x_{n_{k}}-z^{*}\right\rangle \leq 0$, which implies that $\lim \sup _{k \rightarrow \infty}\left\langle f\left(z^{*}\right)-\right.$ $\left.z^{*}, x_{n_{k}+1}-z^{*}\right\rangle \leq 0$. Thus, $\limsup _{k \rightarrow \infty} v_{n_{k}} \leq 0$. Hence from Lemma 2.4, we obtain that $\left\{x_{n}\right\}$ converges strongly to $z^{*}$.

Remark 4.1. Note that from the characterization of metric projections, we have that

$$
\begin{equation*}
z^{*}=P_{\Gamma} f\left(z^{*}\right) \Longleftrightarrow\left\langle f\left(z^{*}\right)-z^{*}, z^{*}-z\right\rangle \geq 0 \forall z \in \Gamma . \tag{4.19}
\end{equation*}
$$

Therefore, one advantage of adopting a viscosity-type algorithm is that it also converges strongly to a solution to variational inequality (4.19). Moreover, viscosity-type algorithms have higher rate of convergence than their Halpern-type counterpart (see [13]). More so, it has been established (see [13, Remark 3.7]) that Halpern-type iterations imply viscosity iterations. In fact, setting $f(x)=u$ for all $x \in H_{1}$ in Algorithm 3.3, we derive a new Halpern-type method for solving the GSFP (1.14) as a corollary of Theorem 4.1.

Remark 4.2. Recall that, if we set $B=N_{C}$ in (1.14), we recover problem (1.9) as a special case of problem (1.14). Recall also that $y^{*} \in Q$ is a solution to classical VIP (1.7) if and only if $y^{*} \in F i x\left(P_{Q}(I-\lambda g)\right.$ ). We know that $P_{Q}(I-\lambda g)$ (where $g$ is $\alpha_{2}$-inverse-strongly monotone and $\left.\lambda \in\left(0,2 \alpha_{2}\right)\right)$ is an averaged-nonexpansive mapping, which is a special type of nonexpansive mappings. Thus, by setting $B=N_{C}$ and $S=P_{Q}(I-\lambda g)$, we recover SVIP (1.6)-(1.7) as a special case of problem (1.14). Therefore, we can set $B=N_{C}$ in Algorithm 3.3 (since $N_{C}$ is maximal
monotone) to obtain that $\left(I+\lambda N_{C}\right)^{-1}(I-\lambda A)=P_{C}(I-\lambda A)$. Hence, Algorithm 3.3 with $B=N_{C}$ can be used to solve problem (1.9) while Algorithm 3.3 with $B=N_{C}$ and $S=P_{Q}(I-\lambda g)$ can be used to solve SVIP (1.6)-(1.7) as corollaries of Theorem 4.1.

Remark 4.3. Similar to Remark 4.2, we know that $(I+\lambda M)^{-1}(I-\lambda g)$ (where $M$ is maximal monotone and $g$ is $\alpha_{2}$-inverse strongly monotone with $\lambda \in\left(0,2 \alpha_{2}\right)$ ) is an averaged-nonexpansive mapping, which is a special type of nonexpansive mappings. Thus, by setting $S=(I+\lambda M)^{-1}(I-$ $\lambda g$ ), we recover the SMVIP (1.11)-(1.12) as a special case of problem (1.14). Therefore, Algorithm 3.3 with $S=(I+\lambda M)^{-1}(I-\lambda g)$ can be used to solve the SMVIP (1.11)-(1.12) as a corollary of Theorem 4.1.

Remark 4.4. By setting $A \equiv 0$ in (1.14), we recover problem (1.3) as a special case of problem (1.14). Therefore, Algorithm 3.3 with $A \equiv 0$ can be used to solve the GSFP (1.3) as a corollary of Theorem 4.1. Thus Algorithm 3.3 can be reduced to new self-adaptive stepsize methods for solving SCNPP (1.2) and SFP (1.1).

Remark 4.5. If $H_{1}=H_{2}=H$ and $T=I=S$ in the setting of Remarks 4.2-4.4, we recover methods for solving the classical variational inequality problem (see [30]), monotone variational inclusion problem (see [12, 31]), and null point problem (see [28]).

## 5. Applications and Numerical Analysis

In this section, we study some applications of our convergence results to optimal control problems, split linear inverse problems, and least absolute selection and shrinkage operator problems via some numerical computations and analysis.
5.1. Optimal control problem. Let $H_{1}=H_{2}=L_{2}\left([0, T], \mathbb{R}^{m}\right)$ be the Hilbert space of square integrable and measurable vector functions $u$ from $[0, T]$ into $\mathbb{R}^{m}$, where $m \in \mathbb{N}$ and $0<T \in \mathbb{R}$, with inner product $\langle u, v\rangle=\sum_{i=1}^{m} \int_{0}^{T} u_{i}(t) v_{i}(t) d t$ and norm $\|u\|=\sqrt{\langle u, u\rangle}$.

Let $U$ be the set of admissible controls in the form of an $m$-dimensional box which consists of piecewise continuous functions, defined as: $U=\left\{u(t) \in L_{2}\left([0, T], \mathbb{R}^{m}\right): u_{i}(t) \in\left[u_{i}^{-}, u_{i}^{+}\right], i=\right.$ $1,2 \ldots, m\}$. Consider the following optimal control problem:

$$
\begin{equation*}
u^{*}(t)=\arg \min \{J(u): u \in U\} \tag{5.1}
\end{equation*}
$$

where the terminal objective function $J$ is defined by $J(u)=\Phi(x(T))$ with $\Phi$ being a convex and differentiable function defined on the attainability set. If such a control exists. Then, for each control $u(t) \in U$, we suppose that $x(t) \in L_{2}\left([0, T], \mathbb{R}^{m}\right)$ (also known as the state variable) satisfies the constraints in the form of a system of linear differential equation:

$$
\dot{x}(t)=\mathbb{A}(t) x(t)+\mathbb{B}(t) u(t), \quad x(0)=x_{0}, t \in[0, T],
$$

where $\mathbb{A}(t) \in \mathbb{R}^{n \times n}, \mathbb{B}(t) \in \mathbb{R}^{n \times m}$ are given continuous matrices for every $t \in[0, T]$. From the Pontryagin's maximum principle (see [32]), we see that, for any optimal pair $\left(x^{*}, u^{*}\right)$, there exists a function (the adjoint) $p^{*}:[0, T] \rightarrow \mathbb{R}^{m}$ such that $\left(x^{*}, p^{*}, u^{*}\right)$ solves the following systems:

$$
\left\{\begin{array}{l}
\dot{x}^{*}(t)=\mathbb{A}(t) x^{*}(t)+\mathbb{B}(t) u^{*}(t)  \tag{5.2}\\
x^{*}(0)=x_{0}
\end{array}\right.
$$

$$
\begin{align*}
& \left\{\begin{array}{l}
\dot{p}^{*}(t)=-\mathbb{A}(t)^{\mathbb{T}} p^{*}(t) \\
p^{*}(T)=\nabla \Phi(x(T)),
\end{array}\right.  \tag{5.3}\\
& 0 \in \mathbb{B}(t)^{\mathbb{T}} p^{*}(t)+N_{U} u^{*}(t), \tag{5.4}
\end{align*}
$$

where $N_{U}(u)$ is the normal cone of $U$ at $u$, and it is maximal monotone. Putting $A u(t):=\mathbb{B}(t)^{\mathbb{T}} p(t)$, we see that $A u$ is the gradient of the objective function $J$, which is monotone and Lipschitz continuous (see [33]). Thus (5.4) can be rewritten as $0 \in A u^{*}+N_{U} u^{*}$. Also, we can define the bounded linear mapping $T: L_{2}([0,1]) \rightarrow L_{2}([0,1])$ by $T x(s)=\int_{0}^{1} \tilde{K}(s, t) x(t) d t \forall x \in L_{2}([0,1])$, where $\tilde{K}$ is a continuous real-valued function defined on $[0,1] \times[0,1]$. Then, the adjoint of $T$ is

$$
T^{*} x(s)=\int_{0}^{1} \tilde{K}(t, s) x(t) d t \forall x \in L_{2}([0,1]) .
$$

We can also define the nonexpansive mapping $S: L_{2}([0,1]) \rightarrow L_{2}([0,1])$ by $S x(t)=\int_{0}^{1} t x(s) d s$ forall $t \in[0,1]$. Indeed, $S$ is nonexpansive. To see this, by defining $x, y \in L_{2}([0,1])$, one has

$$
|S x(t)-S y(t)|^{2} \leq\left(\int_{0}^{1} t|x(s)-y(s)| d s\right)^{2} \leq \int_{0}^{1}|x(s)-y(s)|^{2} d s=\|x-y\|^{2}
$$

Thus $\|S x-S y\| \leq\|x-y\|^{2}$. Hence, we can apply Algorithm 3.3 with $B=N_{U}$ to solve the problem (1.14) governed by optimal control problem (5.1).

In order to ensure the implementation of the algorithm, we discretize the continuous functions. We define the mesh size $h:=\frac{\mathbb{T}}{N}$, where $N$ is a natural number. We identity any discretized control $u^{N}=\left(u_{0}, u_{1}, \cdots, u_{N}\right)$ with its piece-wise constant extension $u^{N}(t)=u_{i}$ for all $t \in\left[t_{i}, t_{i+1}\right), i=$ $0,1, \cdots, N$, where $t_{i}=i h, i=0,1, \cdots, N$. Furthermore, we identity any discretized state variable $x^{N}:=\left(x_{0}, x_{1}, \cdots, x_{N}\right)$ with its piece-wise linear interpolation $x^{N}(t)=x_{i}+\frac{t-t_{i}}{h}\left(x_{i+1}-x_{i}\right)$, for $t \in$ $\left[t_{i}, t_{i+1}\right), \quad i=0,1, \cdots, N-1$. Similarly, for the adjoint variable, $p^{N}:=\left(p_{0}, p_{1}, \cdots, p_{N}\right)$ and thus, $A u^{N}=\left(\mathbb{B}^{\mathbb{T}}\left(t_{0}\right) p_{0}, \mathbb{B}^{\mathbb{T}}\left(t_{1}\right) p_{1}, \cdots, \mathbb{B}^{\mathbb{T}}\left(t_{N}\right) p_{N}\right)^{\mathbb{T}}$. We now consider the Euler discretization technique (see [34]) to discretize the systems of ODEs (5.2) and (5.3). That is, at each iteration, the system of ODEs (5.2) and (5.3) is solved by the Euler method:

$$
\left\{\begin{array} { l } 
{ x _ { i + 1 } = x _ { i } + h [ \mathbb { A } ( t _ { i } ) x _ { i } + \mathbb { B } ( t _ { i } ) u _ { i } ] } \\
{ x ( 0 ) = x _ { 0 } , }
\end{array} \quad \text { and } \quad \left\{\begin{array}{l}
p_{i}=p_{i+1}+h \mathbb{A}\left(t_{i}\right)^{\mathbb{T}} p_{i+1} \\
p_{N}=\nabla \Phi\left(x_{N}\right),
\end{array}\right.\right.
$$

respectively. It is known that, for the Euler discretization, the difference between the discretized solution $u^{N}(t)$ and the original solution $u^{*}(t)$ is proportional to the mesh size $h$. That is, there exists a constant $C>0$ such that $\left\|u^{N}-u^{*}\right\| \leq C h$. We now consider the following typical example taken from [35, Example 1.2]:

$$
\begin{aligned}
\operatorname{minimize} & x_{1}(1) \\
\text { subject to } & \dot{x}_{j}(t)=s_{j} x_{j+1}+u(t), s_{j}=-2(m-j+1), j=1,2, \cdots, m, \\
& \dot{x}_{m+1}(t)=u(t), t \in[0,1] \\
& x(0)=0 \\
& u(t) \in[-1,1],
\end{aligned}
$$

where $m$ is a natural number. Note that $\mathbb{A}(t)$ and $\mathbb{B}(t)$ are of the form

$$
\mathbb{A}(t)=\left(\begin{array}{cccccc}
0 & s_{1} & 0 & \cdots & 0 & 0 \\
0 & 0 & s_{2} & \cdots & 0 & 0 \\
0 & 0 & 0 & \cdots & 0 & 0 \\
- & - & - & \cdots & - & - \\
0 & 0 & 0 & \cdots & 0 & s_{m} \\
0 & 0 & 0 & \cdots & 0 & 0
\end{array}\right)_{m+1, m+1} \quad \text { and } \mathbb{B}(t)=\left(\begin{array}{c}
1 \\
1 \\
1 \\
\vdots \\
1 \\
1
\end{array}\right)_{m+1,1} .
$$

We choose $N=100$ and the starting point $u_{-1}(t)=u_{0}(t)$ randomly in $U$. We also randomly choose $\lambda_{1}, \tau_{1}>0$ and $\mu, \delta \in(0,1)$. We choose $\alpha_{n}=\frac{1}{5 n+2}$ and $\theta_{n}=\bar{\theta}_{n}$ with different choices of $\theta=3,6,10$ and $\varepsilon_{n}=\frac{\alpha_{n}}{n^{0.01}}$. Note that, in our method, the stepsizes $\left\{\lambda_{n}\right\}$ and $\left\{\tau_{n}\right\}$ are generated in each iteration.

For the numerical analysis in this subsection, we compared our method with Algorithm (1.10). For this algorithm, we take $\lambda_{n}=\frac{1}{2 L}$, where $L$ is the Lipschitz constant of the operator $A$. The numerical results are displayed in Figure 1 and Table 1, with $m=1,2,3,4$.

Table 1. Numerical results for the optimal control problem.

| m |  | Alg. <br> $(\theta=3)$ | 3.3 | Alg. <br> $(\theta=6)$ | 3.3 | Alg. <br> $(\theta=10)$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | 3.3 Alg. (1.10)

5.2. Split linear inverse problem. As assumed in [4], let $G: H_{1} \rightarrow \mathbb{R}$ be a convex and continuous function, which possibly is nonsmooth and $P: H_{1} \rightarrow \mathbb{R}$ be a Fréchet differentiable function with a Lipschitz continuous gradient $\nabla P$ of $P$. We now consider the following class of Split Linear Inverse Problem (SLIP) in real Hilbert spaces (see, for example [4], for the case of inverse linear problems in $\mathbb{R}^{N}$ ):

$$
\begin{equation*}
\text { Find } x^{*} \in H_{1} \text { such that } P\left(x^{*}\right)+G\left(x^{*}\right)=\min _{x \in H_{1}}[P(x)+G(x)] \text {, and } T x^{*} \in F i x(S) \text {, } \tag{5.5}
\end{equation*}
$$

where $S: H_{2} \rightarrow H_{2}$ is any nonlinear mapping. Let the solution set of problem (5.5) be denoted by $\Upsilon$, and assume that it is nonempty, that is, consistent. According to [20], the subdifferential $\partial G$ of $G$ is maximally monotone. Moreover,

$$
P\left(x^{*}\right)+G\left(x^{*}\right)=\min _{x \in H_{1}}[P(x)+G(x)] \Leftrightarrow 0 \in \nabla P\left(x^{*}\right)+\partial G\left(x^{*}\right) .
$$

Thus, we can apply Algorithm 3.3 with $A=\nabla P$ and $B=\partial G$ to solve the $\operatorname{SLIP}$ (5.5).
5.3. Least absolute selection and shrinkage operator (LASSO) problem. It is important to note that SLIP (5.5) contains the LASSO problem as a special case. In this case, $P(x)=\frac{1}{2}\|D x-b\|_{2}^{2}$


Figure 1. Error $\left(\left\|x_{n-1}-x_{n}\right\|^{2}\right)$ vs iteration numbers (n) for the optimal control problem: Top Left: $m=1$; Top Right: $m=2$; Bottom Left: $m=3$; Bottom Right: $m=4$.
and $G(x)=\lambda\|x\|_{1}$. That is, the LASSO problem can be related to:

$$
\begin{equation*}
\min _{x \in \mathbb{R}^{N}}\left\{\frac{1}{2}\|D x-b\|_{2}^{2}+\lambda\|x\|_{1}\right\} \tag{5.6}
\end{equation*}
$$

where $\lambda>0, b \in \mathbb{R}^{M}$, and $D: \mathbb{R}^{N} \rightarrow \mathbb{R}^{M}$ is an operator. Note that, solving LASSO problem (5.6) is equivalent to solving the following underdetermined linear equation systems (see [36]):

$$
\begin{equation*}
D x=b \text { (linear equations, where } N \gg M) . \tag{5.7}
\end{equation*}
$$

Compressed sensing is then applied for finding solutions of problem (5.7) (and hence, solutions of problem (5.6)). In this case that the number of unknowns is greater than the number of equations, system (5.7) generates solutions or no solution. In such situation, the least square method (the method of finding the minimum $l_{2}$-norm solution) is then applied to the linear system. In most real-world applications, problem (5.6) can be computed to recover $x$ when $x$ is sparse. Moreover, problem (5.6) can be reformulated as a second-order cone programming problem and can be seen as
the pivot for proposing two very important methods; namely, the Iteration Shrinkage Thresholding Algorithm (ISTA) and Fast Iteration Shrinkage Thresholding Algorithm (FISTA) (see [4]), which are very efficient for solving SLIPs.

To apply Algorithm 3.3 to solve LASSO problem (5.6), we set $A=\nabla P$, the gradient of $P$, where $P(x)=\frac{1}{2}\|D x-b\|_{2}^{2}$ and $B=\partial G$, the subdifferential of $G$, where $G(x)=\lambda\|x\|_{1}$. We know that $\nabla P$ is $\|D\|^{2}$-Lipschitz continuous and monotone, while $\partial G$ is maximally monotone (see [20]). Therefore, Algorithm 3.3 reduces to the following.

## Algorithm 5.1

Step 0: Choose sequences $\left\{\alpha_{n}\right\}_{n=1}^{\infty}$ and $\left\{\varepsilon_{n}\right\}_{n=1}^{\infty}$ such that the conditions from Assumption 3.2 hold and let $\tau_{1}, \lambda_{1}>0, \mu, \delta \in(0,1), \theta \geq 3$, and $x_{0}, x_{1} \in H_{1}$ be given arbitrarily. Set $n:=1$.
Step 1. Given the iterates $x_{n-1}$ and $x_{n}(n \geq 1)$, choose the sequence $\left\{\theta_{n}\right\}$ such that $0 \leq \theta_{n} \leq \bar{\theta}_{n}$, where

$$
\bar{\theta}_{n}:= \begin{cases}\min \left\{\frac{n-1}{n+\theta-1}, \frac{\varepsilon_{n}}{\left\|x_{n}-x_{n-1}\right\|}\right\} & \text { if } x_{n} \neq x_{n-1} \\ \frac{n-1}{n+\theta-1} & \text { otherwise }\end{cases}
$$

Step 2. Set $u_{n}=x_{n}+\theta_{n}\left(x_{n}-x_{n-1}\right)$. Compute $w_{n}=u_{n}-\tau_{n} F u_{n}$ and $y_{n}=\left(I+\lambda_{n} \partial G\right)^{-1}(I-$ $\left.\lambda_{n} \nabla P\right) w_{n}$.
Step 3. Compute $x_{n+1}=\alpha_{n} f\left(x_{n}\right)+\left(1-\alpha_{n}\right) z_{n}$, where $z_{n}=y_{n}-\lambda_{n}\left(\nabla P y_{n}-\nabla P w_{n}\right)$. Update:

$$
\tau_{n+1}= \begin{cases}\min \left\{\frac{\delta\left\|w_{n}-u_{n}\right\|}{\left\|F w_{n}-F u_{n}\right\|}, \tau_{n}\right\}, & \text { if } F w_{n} \neq F u_{n} \\ \tau_{n}, & \text { otherwise }\end{cases}
$$

and

$$
\lambda_{n+1}= \begin{cases}\min \left\{\frac{\mu\left\|w_{n}-y_{n}\right\|}{\left\|\nabla P w_{n}-\nabla P y_{n}\right\|}, \lambda_{n}\right\}, & \text { if } \nabla P w_{n} \neq \nabla P y_{n} \\ \lambda_{n}, & \text { otherwise }\end{cases}
$$

Stopping criterion: If $y_{n}=w_{n}=u_{n}=x_{n}$, then stop, otherwise, set $n:=n+1$ and go back to Step 1.

In this case, we have that $(I+\lambda \partial G)^{-1}(x)=\operatorname{prox}_{G}(x)=\arg \min _{u} \lambda\|x\|_{1}+\frac{1}{2}\|u-x\|_{2}^{2}$, which is separable in indices. Thus, for $x \in \mathbb{R}^{N}$, we obtain

$$
\begin{aligned}
(I+\lambda \partial G)^{-1}(x) & =\operatorname{prox}_{\lambda\|\cdot\|_{1}}(x) \\
& =\left(\operatorname{prox}_{\lambda|\cdot|_{1}}\left(x_{1}\right), \cdots, \operatorname{prox}_{\lambda|\cdot|_{1}}\left(x_{N}\right)\right) \\
& =\left(\operatorname{sgn}\left(x_{1}\right) \max \left\{\left|x_{1}\right|-\lambda, 0\right\}, \cdots, \operatorname{sgn}\left(x_{N}\right) \max \left\{\left|x_{N}\right|-\lambda, 0\right\}\right)
\end{aligned}
$$

For the numerical analysis of this subsection, we compare Algorithm 5.1 with Algorithm 6.1 of Shehu et al. [36]. Note that, in [36], Algorithm 6.1 of [36] was compared with the ProximalGradient Method (PGM) of [37] and Algorithms 3.3 and 3.5 of Wang and Xu [38] for solving the LASSO problem (5.6). It was shown there that Algorithm 6.1 of [36] outperforms the PGM of [37] and Algorithms 3.3 and 3.5 of Wang and Xu [38] in both CPU time and number of iterations. Therefore, our Algorithm 5.1 do not only outperforms Algorithm 6.1 of Shehu et al. [36] but also performs better than the PGM of [37] and the Algorithms 3.3 and 3.5 of Wang and Xu [38] in both CPU time and number of iterations as reported in Table 2 below. For the comparison, we consider
the same choices as in [36]. That is, we take $x_{0}=\mathbf{0}$. Furthermore, we denote $D_{i}, i=1,2, \ldots, M$ by the row of $D$. Thus $D_{i}$ represents the $i t h$ observation of the independent variable with $b_{i}$ been the response variable while $x \in \mathbb{R}^{N}$ is the regression coefficient to be recovered. As in [36], we consider different values of $M$ and $N$ such that $N \gg M$. Also, we randomly generate the data $b$ as $D x+\alpha e$, where $\alpha=0.01, x$ is a generated sparse vector while $D$ and $e$ are random matrices whose entries are normally distributed with zero mean and variance 1 . Set the stopping criterion as $\left\|x_{n}-x^{*}\right\|_{2} \leq \varepsilon$, where $\varepsilon=10^{-3}$ and $x^{*}$ is obtained using SPGL1 (see [36]).

Table 2. Numerical Results for the LASSO Problem.


In LASSO problem (5.6), the gradient $\nabla P$, where $P(x)=\|D x-b\|_{2}^{2}$, may generally not be inverse-strongly monotone. In fact, even in the case that $\nabla P$ is $\frac{1}{\|D\|^{2}}$-inverse-strongly monotone, the iterative methods with the stepsizes that depends on the operator norm or the knowledge of the coefficient of the underlying operator (in this case $\|D\|)$ may still not be applicable to problem (5.6) since the computation of the constant $\frac{1}{\|D\|^{2}}$ is generally a very difficult task to accomplish or impossible to calculate (see [39, Theorem 2.3]). Therefore, iterative methods without these limitations (e.g., Algorithm 3.3 and Algorithm 5.1) seems to have more real-world applications.

## 6. Conclusion

A class of generalized split feasibility problems over the solution set of monotone variational inclusion problems was considered in real Hilbert spaces. To solve this problem, a new self-adaptive stepsize method was proposed by combing a viscosity method with inertial extrapolation techniques. This method was proved to converge strongly to a solution of the generalized split feasibility problem in the framework of two real Hilbert spaces. The strong convergent result was obtained under some relaxed assumptions, that is, the associated single-valued operator $A$ involved in the monotone variational inclusion problem is assumed to be monotone and Lipschitz continuous and the proposed method uses the stepsizes that are generated at each iteration by some simple calculations, which allows it to be easily implemented without the prior knowledge of the operator norm or the Lipschitz constant of the single-valued operator. The method was also demonstrated to have the capacity of solving other types of split inverse problems. Some applications of the method were discussed and analyzed numerically.
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