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Abstract. In this paper, we present an optimization model consisting of a dynamic supply chain network related to Personal Protective Equipment (PPE). We suppose that the variables in the model, namely flows on arcs and additional capacities on arcs, depend both on time and on a delay function. The aim of the firm is to find the optimal flows and the optimal additional capacities on arcs to satisfy the huge and immediate increasing request in the demand markets due to the spread of the COVID-19 disease, minimizing, simultaneously, its total costs. We obtain a minimization problem and the related “retarded” evolutionary variational inequality (rEVI). We introduce the associated infinite-dimensional projected dynamical system to obtain a computational procedure to find the optimal solution to the rEVI associated with our minimization problem and, finally, we propose some numerical examples based on real scenarios.
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1. INTRODUCTION

On January 9, 2020, the World Health Organization announced the identification of a new coronavirus never before identified in humans, later dubbed SARS-CoV-2. In a few months, this virus has spread to all continents and the various countries have implemented, following the indications of the World Health Organization, various strategies to mitigate its spread. Commonly used measures was social distancing, total or partial lockdowns, and the use of surgical masks.

The advent of Sars-CoV-2 pandemic has profoundly changed the habits of all citizens, making surgical masks and, more generally, PPE, devices for daily use. The global scope of this event allows us to categorize the Sars-CoV-2 pandemic as a disaster scenario. In terms of disaster preparedness, the procurement of PPE has been an important and difficult to manage problem since the beginning of the pandemic (see, for instance, [1]). It is clear that the demand for these devices has changed over time: if before the epidemic, medical-surgical masks and/or masks for specific use were used only by medical personnel or workers specialized in sectors where the use of protections was necessary, as the pandemic progresses, the request has been
extended, gradually, to the entire world population. The industries that manufacture and supply such devices had to adapt their production and supply capacities to the huge and sudden increase in request in the demand markets. This adaptation required time and the use of additional resources which led, in most cases, to delays in the supply or to a partial supply of the product. Moreover, the adaptation of manufacturing involves costs to increase the production, distribution and storage of the product and, furthermore, costs to increase the capacity of the arcs that form the network. However, the supply of the product is regulated by the capacity of the arcs that form the network. For this reason, in this paper, we will assume that a PPE manufacturer has the possibility of increasing the capacity of its links by deciding to invest in this increase.

In the existing literature, several optimization models based on supply chains have dealt with the problem of the supply of basic necessities (see, for instance, [2, 3, 4, 5]). More specifically, in [6], an integrated framework for the design of supply chain networks for critical products such as vaccines, medicines, food, etc., which may be used in preparation (and response) to pandemics, disasters, attacks, etc. In [7], Nagurney and Nagurney extended the model of [8] by including stochastic link costs, and with the objective function including the minimization of the expected costs as well as the variance with an associated weight for the latter to denote the humanitarian organization’s value of risk reduction. Also, in [9], He and Zhuang constructed a two-stage, dynamic model to assess the trade-off between pre-disaster preparedness and post-disaster relief with the goal of minimizing the total expected damage and the costs of preparedness and relief. Finally, in [10], Nagurney and Salarpour constructed the first stochastic Generalized Nash Equilibrium model for the study of competition among countries for limited supplies of medical items (PPEs, ventilators, etc.) in the disaster preparedness and response phases in the Covid-19 pandemic.

In the aforementioned models, the decision makers’ goal was to minimize expected costs or maximize expected profits. In any case, all these models are affected by a degree of uncertainty due to the sudden advent of a disastrous scenario, which forces companies, suppliers, countries and humanitarian organizations to modify their production plan to cope with a huge request increase in the demand markets.

As previously discussed, this adaptation required time and the use of additional resources which led, in most cases, to delays in the supply or to a partial supply of the product. In [11], the delay effects in traffic network models are described. Since the information through the network travels at finite speed, then the users take a certain time before adjusting their path choices and reaching an equilibrium state. In our model, the possible drastic increase in demand at the demand markets could result in a delay in the supply of PPE by the producer. As a consequence, it is reasonable to think that demand requirements at time \( t \) are satisfied only in a subsequent time affected by a delay \( h \). In general (see, for example, [12, 13, 14]) for sake of simplicity, the delay \( h \) is assumed to be a positive constant value. In [15], instead, Scrimali considered a delay vector that depends both on time and on length of route.

Our contribution consists in considering a delay vector that depends both on time and on the firm reaction time to the sudden request. In this way, it is possible to describe how the suppliers actually adapt their supply to the real requests coming from the demand markets. Furthermore, we will assume that the request in the demand markets is proportional to the number of infections and, therefore, the suppliers know the real need for such devices in the
demand markets and act in terms of expanding production and distribution arcs to satisfy such requests.

This paper is organized as follows. In Section 2, we present and study the model in an time interval $[0, T]$, and we introduce the cost functions associated with management and capacity increase of production, distribution and storage arcs of the network. We suppose that arc and path flows are affected by a delay that, in turn, depends both on time and on the firm reaction time to the sudden request in demand markets, whose requests are assumed proportional to number of positive cases. We determine optimality conditions for the firm and derive the evolutionary variational inequality (EVI) formulation associated to our problem. Then we give conditions of existence and uniqueness of the solutions to the EVI. In Section 3, we introduce the associated infinite-dimensional Projected Dynamical System (PDS) and describe the relation between EVI and PDS, which allows us to obtain a computation procedure that we apply in the successive Section 4 to solve numerical examples which describe real scenarios of application of our model. We also conduct both a statistical and a sensitivity analysis on arc flows. Section 5 is dedicated to the conclusions.

2. Mathematical Model

In this Section, we describe the dynamic supply chain network model for manufacturing and distribution of Personal Protective Equipment (PPE). The network topology is depicted in Figure 1. We assume that the supply chain network consists of $M$ manufacturing plants, represented by the nodes of the top level; $D$ distribution centers, represented by the nodes of the second level that have to serve the $K$ demand markets, denoted by $Z_1, \ldots, Z_k, \ldots, Z_K$ represented by the nodes of the bottom level. We assume that distribution centers may have $D$ distribution storage centers. The links from the manufacturing nodes, denoted by $X_1, \ldots, X_m, \ldots, X_M$, are connected to the possible distribution center nodes of the firm, denoted by $Y_1,1, \ldots, Y_d,1, \ldots, Y_D,1$. These links correspond to the possible shipment links between the manufacturing plants and the distribution centers. The links that connect the nodes $Y_{d,1}, d = 1, \ldots, D$ with the nodes $Y_{d,2}, d = 1, \ldots, D$ correspond to the possible storage links. Finally, there are possible shipment links between the nodes $Y_{d,2}, d = 1, \ldots, D$ and the demand nodes $Z_k, k = 1, \ldots, K$.

We denote by $G = [N, L]$ the supply chain network, where $N$ is the set of nodes and $L$ represents the set of links. We further denote by $n_L$ the number of links in the link set $L$. We suppose to partition the set $L$ as follows: $L = L_1 \cup L_2$, $L_1 \cap L_2 = \emptyset$, where $L_1$ indicates the set of links which the firm can add capacity to and $L_2$ the set of links that have a fixed existing capacity. We denote the links by $a, b, \ldots$ and $\alpha, \beta, \ldots$.

Let $w_k$ denote a pair of origin/destination (O/D) nodes $(1, Z_k)$ and let $P_{w_k}$ denote the set of paths that connect the O/D pair $(1, Z_k)$ through the existing nodes, where $k = 1, \ldots, K$. We denote by $P$ the set of network paths, where

$$P = \bigcup_{k=1,\ldots,K} P_{w_k}. \tag{2.1}$$

Let us suppose that the functional space for the trajectories of link flows is $L^2(I, \mathbb{R}_+^{|L|})$ while for the trajectories of the path flows is $L^2(I, \mathbb{R}_+^{|P|})$, where $I \subseteq \mathbb{R}$.

With each path $p \in P$ of the network we associate a flow of product, $F_p \in L^2(I, \mathbb{R}_+)$, that represents the flow of product on path $p$ joining node 1 with a demand node. We group these
quantities into the vector

\[ F(\cdot) = \left( F_p(\cdot) \right)_{p \in P} \in L^2(I, \mathbb{R}_+^{|P|}). \]

Let \( f_a(\cdot) \) denote the flow of the product on link \( a \). We group these quantities in the vector \( f(\cdot) = \left( f_a(\cdot) \right)_{a \in L} \in L^2(I, \mathbb{R}_+^{|L|}) \). We suppose that a link flow is the sum of path flows that contain that link. Hence, we must satisfy the following conservation of flow equations:

\[ f_a(\cdot) = \sum_{p \in P} F_p(\cdot) \delta_{ap}, \quad \forall a \in L, \text{ a.e. } v \in I, \quad (2.2) \]

where \( \delta_{ap} \) represents an element of incidence matrix of link \( a \) on path \( p \). Namely, for every link, the link flow is equal to the sum of the flows on paths which contain such a link. We can rewrite equation (2.2) as follows:

\[ f(\cdot) = \Delta F(\cdot), \]

where \( \Delta \) represents the incidence matrix of link \( a \) on path \( p \).

We suppose that every link \( a \in L \) has an existing capacity of flow, that we indicate with \( \bar{u}_a(\cdot) \in L^2(I, \mathbb{R}_+) \).
The approach that we utilize in this paper is that of system optimization, where the firm aims at minimizing the total costs associated with its production, storage, distribution activities in order to satisfy, at every time, the request at the demand points. In this paper, we shall suppose that request of every demand market vary over time as a function of the trend of the contagion curve in the same demand market. In such a way, we will describe how the firm adapts its activity in response to a sudden change of request.

As discussed in the Introduction, in this model we suppose that the delay depends both on time and on the firm reaction time to the sudden request.

Let us define the firm reaction time to the sudden request in demand markets, \( w \), and we suppose that it is a function of the time, i.e.,

\[
w := w(t).
\]

We can now introduce the delay \( h \) and we suppose that it is a function of the depart time \( t \in [0,T] \) and the firm reaction time:

\[
h := h(t,w(t)) \in \mathbb{R}_+, \quad t \in [0,T].
\]

In our model, we assume that the delay is nonnegative; thereby we do not consider early arrivals. We also suppose that \( h(t,w(t)) \) is a nondecreasing linear function with respect to \( t \). By doing this we will avoid the unfavorable case in which the delay increases and the network suffers a blockage.

We can introduce the retarded flow on links:

\[
f(\tau) = \left( f_a(t + h(t,w(t))) \right)_{a \in L} : [0,T] \to \mathbb{R}_+^{|L|},
\]

and the retarded flow on paths:

\[
F(\tau) = \left( F_p(t + h(t,w(t))) \right)_{p \in P} : [0,T] \to \mathbb{R}_+^{|P|}.
\]

**Remark 2.1.** We want to stress that \( h(t,w(t)) \in L^2([0,T],\mathbb{R}_+) \) as it is a nonnegative, nondecreasing with respect to time and bounded function and hence it is measurable and Lebesgue-integrable. Therefore, since \( f(t + h(t,w(t))) \) and \( F(t + h(t,w(t))) \) are in turn nonnegative, non decreasing with respect to time and bounded, it results that \( f(t + h(t,w(t))) \in L^2([0,T],\mathbb{R}_+^{|L|}) \) and \( F(t + h(t,w(t))) \in L^2([0,T],\mathbb{R}_+^{|P|}). \)

For simplicity of notation we put \( \tau = t + h(t,w(t)) \). Hence, we can rewrite the conservation law (2.2) as follows:

\[
f_a(\tau) = \sum_{p \in P} F_p(\tau) \delta_{ap}, \quad \forall a \in L, \text{ a.e. } t \in [0,T]. \tag{2.3}
\]

Let \( d_k(t) \in L^2([0,T],\mathbb{R}_+) \) denote the demand at demand market \( Z_k \), \( k = 1,\ldots,K \), at time \( t \in [0,T] \) and we group these quantities into the vector

\[
d(t) = (d_k(t))_{k=1,\ldots,K} \in L^2([0,T],\mathbb{R}_+^K).
\]

As already announced, we suppose that the demands in the demand markets at every time \( t \in [0,T] \) are satisfied with a delay factor.

Therefore, we suppose that the following constraint is satisfied:

\[
\sum_{p \in P_{o_k}} \delta_{ap} F_p(\tau) \geq d_k(t), \quad k = 1,\ldots,K, \text{ a.e. } t \in [0,T], \tag{2.4}
\]
which means that for every O/D pair $w_k$ the sum of the flows on all paths connecting $w_k$ at the delayed time $\tau$ is no less than the demand at time $t$.

We make the following fundamental assumption:

**Assumption 2.1.** We suppose that demand at every demand market and at every time $t \in [0, T]$ is a function of the trend of infections in the areas served by the same demand market.

Therefore, we assume that

$$d_k(t) = l_k l_k(t), \quad \forall k = 1, \ldots, K \text{ and a.e. } t \in [0, T], \quad (2.5)$$

where $l_k \in [1, 10] \cap \mathbb{N}$, $k = 1, \ldots, K$, represents a proportionality coefficient which expresses the relationship between population, number of swabs performed and positive cases found and $l_k(t) \in L^2([0, T], \mathbb{R}_+)$ is the function representing the trend of infections that we suppose to be a convex and differentiable function. This assumption is justified by the concept of *diminishing marginal utility*, according to which, roughly speaking, averages are better than the extremes.

According to equation (2.5), we can rewrite constraint (2.4) as follows:

$$\sum_{p \in P_{w_k}} \delta_{ap} F_p(\tau) \geq l_k l_k(t), \quad k = 1, \ldots, K, \text{ a.e. } t \in [0, T].$$

Let $c_a(t)$ be the total cost on a link at time $t \in [0, T]$, be it a production link, a shipment link or a storage link and we assume $c_a(t)$ as a function of $f_a(t)$:

$$c_a(t) = c_a(f_a(t)), \quad \forall a \in L, \text{ a.e. } t \in [0, T].$$

We introduce the existing retarded capacity $\bar{u}_a(\tau)$ and we observe that the vector

$$\bar{u}(\tau) = \left( \bar{u}_a(\tau) \right)_{a \in L} \in L^2([0, T], \mathbb{R}^{L_1}).$$

For every link $a \in L_1$, we denote by $u_a(t) \in L^2([0, T], \mathbb{R}_+)$ the added capacity by the firm in this link and we group these quantities into the vector

$$u(t) = (u_a(t))_{a \in L_1} \in L^2([0, T], \mathbb{R}^{L_1}).$$

We suppose that additional capacities are added, that is:

$$u(t) \leq \lambda(t), \text{ a.e. } t \in [0, T],$$

where $\lambda(t) = \left( \lambda_a(t) \right)_{a \in L_1}$.

Let $\pi_a(t)$, for every $a \in L_1$ and a.e. $t \in [0, T]$, be the investment cost of adding capacity on a link $a$ and assume that it is a function of the added capacity on the link, i.e.

$$\pi_a(t) = \pi_a(u_a(t)), \quad \forall a \in L_1, \text{ a.e. in } [0, T].$$

In this model our aim is to minimize the total costs incurred by the firm to adapt in an efficient way the product flows and capacity of links to a spread of demand of PPE in the demand market related to the outbreak of COVID19 epidemic. So the optimization problem reads as follows:

$$\min \left\{ \sum_{a \in L} c_a(f_a(\tau)) + \sum_{a \in L_1} \pi_a(u_a(t)) \right\} \quad (2.6)$$
subject to constraints:
\[
f_a(\tau) = \sum_{p \in P} F_p(\tau) \delta_{ap}, \quad \forall a \in L, \text{ a.e. } t \in [0,T] \quad (2.7)
\]
\[
f_a(\tau) \leq \tilde{u}_a(\tau) + u_a(t), \quad \forall \alpha \in L_1, \text{ a.e. } t \in [0,T] \quad (2.8)
\]
\[
u_a(t) \leq \lambda_a(t), \quad \forall \alpha \in L_1, \text{ a.e. } t \in [0,T] \quad (2.9)
\]
\[
f_{\beta}(\tau) \leq \tilde{\nu}_{\beta}(\tau), \quad \forall \beta \in L_2, \text{ a.e. } t \in [0,T] \quad (2.10)
\]
\[
\sum_{p \in P_{\nu_k}} \delta_{ap} F_p(\tau) \geq l_k I_k(t), \quad k = 1, \ldots, K, \text{ a.e. } t \in [0,T]. \quad (2.11)
\]

We denote by \( \gamma(x(t)) \) the objective function:
\[
\gamma(x(t)) = \sum_{a \in L} c_a(f_a(\tau)) + \sum_{\alpha \in L_1} \pi_{a}(u_{\alpha}(t)),
\]
and consider the feasible vectors
\[
x(t) = \left( f(\tau), u(t) \right) \in \mathcal{L} = L^2([0,T], \mathbb{R}^{[L]}_+) \times L^2([0,T], \mathbb{R}^{[L_1]}_+) \quad (2.12)
\]
and the feasible set
\[
\mathbb{K} := \left\{ x(t) \in \mathcal{L} : \exists F(\tau) \in L^2([0,T], \mathbb{R}^{[P]}_+) \text{ and } \right. \\
\left. f_a(\tau) = \sum_{p \in P} F_p(\tau) \delta_{ap}, \quad \forall a \in L, \text{ a.e. } t \in [0,T] \right. \\
\left. f_a(\tau) \leq \tilde{u}_a(\tau) + u_a(t), \quad \forall \alpha \in L_1, \text{ a.e. } t \in [0,T] \right. \\
\left. \nu_a(t) \leq \lambda_a(t), \quad \forall \alpha \in L_1, \text{ a.e. } t \in [0,T] \right. \\
\left. f_{\beta}(\tau) \leq \tilde{\nu}_{\beta}(\tau), \quad \forall \beta \in L_2, \text{ a.e. } t \in [0,T] \right. \\
\left. \sum_{p \in P_{\nu_k}} \delta_{ap} F_p(\tau) \geq l_k I_k(t), \quad k = 1, \ldots, K, \text{ a.e. } t \in [0,T] \right. \}
\]

We observe that \( \mathbb{K} \) is a convex, closed and bounded set. Moreover, if we require that
\[
\sum_{k \in \mathbb{K}} l_k I_k(t) < \min\{\tilde{u}_a(t) + u_a(t), \lambda_a(t)\},
\]
the set \( \mathbb{K} \) is nonempty.

Further, we require that for all \( f \in \mathbb{R}^{[L]}_+ \) and for all \( u \in \mathbb{R}^{[L_1]}_+ \), the following growth conditions hold true:
\[
|c_a(f)| \leq \varepsilon_a \|f\| \text{ and } |\pi_a(u)| \leq \vartheta_a \|u\| \quad (2.14)
\]
and
\[
\left| \frac{\partial c_a(f)}{\partial f_a} \right| \leq \mu_a \text{ and } \left| \frac{\partial \pi_a(u)}{\partial u_a} \right| \leq \eta_a, \quad (2.15)
\]
where \( \varepsilon_a, \vartheta_a, \mu_a \) and \( \eta_a \) are positive real numbers.

The following theorem holds (see also [16]):
Theorem 2.1. If $c_a(\cdot)$ and $\pi_\alpha(\cdot)$ are convex and continuously differentiable functions in $f$ and in $u$, for all $a \in L$ and for all $\alpha \in L_1$, respectively, and if the growth conditions (2.14) and (2.15) are satisfied, then $x^*(t) \in K$ is a retarded solution to problem (2.6)-(2.11) if and only if it is a solution to the retarded evolutionary variational inequality:

$$\text{Find } x^*(t) = \left(f^*(t), u^*(t)\right) \in K \text{ such that}$$

$$\int_0^T \sum_{a \in L} \left[ \frac{\partial c_a(f^*(\tau))}{\partial f_a(\tau)} \right] \times [f_a(\tau) - f^*_a(\tau)] dt$$

$$+ \int_0^T \sum_{\alpha \in L_1} \left[ \frac{\partial \pi_\alpha(u^*_\alpha(t))}{\partial u_\alpha(t)} \right] \times [u_\alpha(t) - u^*_\alpha(t)] dt \geq 0$$

$$\forall x(t) = \left(f(t), u(t)\right) \in K. \quad (2.16)$$

Proof. Since $c_a(\cdot)$ and $\pi_\alpha(\cdot)$ are convex and continuously differentiable for all $a \in L$ and for all $\alpha \in L_1$ by assumption, then the function $\gamma(x(t))$ is a convex and continuously differentiable function. The following condition is necessary and sufficient to ensure that $x^*(t)$ solves the minimization problem (2.6)-(2.11) (see Theorem 5 in [17]):

$$\sum_{a \in L} \left[ \frac{\partial c_a(f^*(\tau))}{\partial f_a(\tau)} \right] \times [f_a(\tau) - f^*_a(\tau)]$$

$$+ \sum_{\alpha \in L_1} \left[ \frac{\partial \pi_\alpha(u^*_\alpha(t))}{\partial u_\alpha(t)} \right] \times [u_\alpha(t) - u^*_\alpha(t)] \geq 0, \quad \forall x(t) \in K, \ a.e. \ in [0, T]. \quad (2.17)$$

Therefore, by integrating in the time interval $[0, T]$, we get the time-dependent variational inequality (2.16).

For the proof of vice versa see Theorem 1 in [16].

For what concerns the existence, we may provide some existence theorems under general assumptions. Let us recall the following definitions (see, for example, [11, 18, 19, 20, 21]). Let $E$ be a real topological vector space, and $K \subseteq E$ convex. Then $C : K \to E^*$ is said to be:

- **pseudomonotone in the sense of Karamardian** iff, for all $x, y \in K$,
  $$\langle C(x), y - x \rangle \geq 0 \Rightarrow \langle C(y), x - y \rangle \leq 0;$$

- **hemicontinuous in the sense of Ky-Fan** iff, for all $y \in K$, the function $\xi \mapsto \langle C(\xi), y - \xi \rangle$ is upper semicontinuous on $K$;

- **hemicontinuous along line segments** iff, for all $x, y, z \in K$, the function $t \mapsto \langle C(tx + (1 - t)y), z \rangle$ is continuous.

The general theorem related to the existence of the solutions to the evolutionary variational inequalities is the following (see [19] and [20]):

Theorem 2.2. Let $E$ be a real topological space and $K \subseteq E$ a convex and nonempty subset. Let $C : K \to E^*$ be given such that

1. there exists $A \subseteq K$ nonempty, compact, and $B \subseteq E$ compact, convex such that, for every $x \in K \setminus A$, there exists $y \in B$ with $\langle C(x), y - x \rangle < 0$;

and either

2. $C$ is hemicontinuous in the sense of Ky-Fan;

- or

3. $C$ is pseudomonotone in the sense of Karamardian.
(3) C is pseudomonotone in the sense of Karamardian and hemicontinuous along line segments.

Then there exists \( \bar{x} \in A \) such that \( \langle C(\bar{x}), y - \bar{x} \rangle \geq 0 \) for all \( y \in K \).

We define the \( (|L| + |L_1|) \)-dimensional column vector
\[
\nu(x(t)) = (\nu^1(f(\tau)), \nu^2(u(t)))
\]
with the \( a \)-th component, \( \nu^1_a \), of \( \nu^1 \) given by
\[
\nu^1_a(f_a(\tau)) = \frac{\partial c_a(f_a(\tau))}{\partial f_a(\tau)}, \quad \forall a \in L
\]
and the \( \alpha \)-th component, \( \nu^2_\alpha \), of \( \nu^2 \) given by
\[
\nu^2_\alpha(u_\alpha(t)) = \frac{\partial \pi_\alpha(u_\alpha(t))}{\partial u_\alpha(t)}, \quad \forall \alpha \in L_1.
\]

If we denote by \( L^* \) the dual space of \( L \), on \( L^* \times L \) we define the canonical bi-linear form by
\[
\langle G, F \rangle := \int_0^T \langle G(t), F(t) \rangle dt, \quad G \in L^*, \ F \in L.
\]

Adapting Theorem 2.2 to our case, we obtain the following theorem that provides an existence result to evolutionary variational inequality (2.16).

**Theorem 2.3.** Each of the following conditions is sufficient for the existence of a solution to the evolutionary variational inequality (2.16) (see [22]):

1. There exist \( A \subseteq K \) compact and \( B \subseteq K \) convex and compact such that \( \forall x_1(t) = (f_1(\tau), u^1(\tau)) \in K \setminus A \) there exists \( x_2(t) = (f_2(\tau), u^2(\tau)) \in B \) such that \( \langle \nu(x_1(t)), x_2(t) - x_1(t) \rangle < 0 \);
2. \( \nu(x(t)) \) is pseudomonotone;
3. \( \nu(x(t)) \) is a linear operator on \( K \).

In [23], it was shown that the following uniqueness result holds.

**Theorem 2.4.** If the function involved in the time-dependent variational inequality (2.16), \( \nu(x(t)) \), is strictly pseudo-monotone on \( K \), namely for every pair of distinct points \( x_1(t), x_2(t) \in K \) we have:
\[
\langle \nu(x_1(t)), x_2(t) - x_1(t) \rangle \geq 0 \implies \langle \nu(x_2(t)), x_2(t) - x_1(t) \rangle > 0,
\]
then the EVI (2.16) admits a unique solution over the constraint set \( K \).

The following result ensures a sufficient condition to the strictly pseudo-monotonicity of function \( \nu(x(t)) \).

**Theorem 2.5.** If \( c_a(\cdot) \) and \( \pi_\alpha(\cdot) \) are strictly convex and differentiable functions for all \( a \in L \) and for all \( \alpha \in L_1 \), respectively, then \( \nu(\cdot) \) is a strictly pseudo-monotone function.
Proof. Let \( x^1(t), x^2(t) \in \mathbb{K} \) be two elements such that \( x^1(t) \neq x^2(t) \) and we suppose that

\[
\langle \nu(x^1(t)), x^2(t) - x^1(t) \rangle \geq 0 \iff \sum_{a \in L} \frac{\partial c_a(f^1_a(\tau))}{\partial f_a(\tau)} \times [f^2_a(\tau) - f^1_a(\tau)] + \sum_{\alpha \in L_1} \frac{\partial \pi_a(u^1_\alpha(t))}{\partial u_\alpha(t)} \times [u^2_\alpha(t) - u^1_\alpha(t)] \geq 0.
\]

We evaluate the following quantity:

\[
\langle \nu(x^2(t)), x^2(t) - x^1(t) \rangle = \langle \nu(x^2(t)) - \nu(x^1(t)) + \nu(x^1(t)), x^2(t) - x^1(t) \rangle \\
= \langle \nu(x^2(t)) - \nu(x^1(t)) \rangle + \langle \nu(x^1(t)), x^2(t) - x^1(t) \rangle \\
= \sum_{a \in L} \left( \frac{\partial c_a(f^2_a(\tau))}{\partial f_a(\tau)} - \frac{\partial c_a(f^1_a(\tau))}{\partial f_a(\tau)} \right) \times [f^2_a(\tau) - f^1_a(\tau)] \\
+ \sum_{\alpha \in L_1} \left( \frac{\partial \pi_a(u^2_\alpha(t))}{\partial u_\alpha(t)} - \frac{\partial \pi_a(u^1_\alpha(t))}{\partial u_\alpha(t)} \right) \times [u^2_\alpha(t) - u^1_\alpha(t)] \quad (2.18)
\]

\[
+ \sum_{a \in L} \frac{\partial c_a(f^1_a(\tau))}{\partial f_a(\tau)} \times [f^2_a(\tau) - f^1_a(\tau)] \\
+ \sum_{\alpha \in L_1} \frac{\partial \pi_a(u^1_\alpha(t))}{\partial u_\alpha(t)} \times [u^2_\alpha(t) - u^1_\alpha(t)].
\]

If \( c_a(\cdot) \) and \( \pi_\alpha(\cdot) \) are strictly convex and differentiable functions, then the first two terms of the last expression are strictly greater than zero. Moreover, the sum of the last two terms is greater than or equal to zero for the choice of \( x^1(t), x^2(t) \in \mathbb{K} \). Therefore, quantity \((2.18)\) is strictly greater than zero. Hence, \( \nu(\cdot) \) is a strictly pseudo-monotone function. \( \square \)

3. The Associated Projected Dynamical System and the Computational Procedure

In this section, we will describe the relation between the evolutionary variational inequality \((2.16)\) and a particular projected dynamical system. In [23], it was shown that for the case of Hilbert spaces, namely \( \mathcal{L} \), the following infinite-dimensional PDS can be associated with the EVI \((2.16)\) as follows:

\[
\frac{dx(t, \bar{x})}{d\bar{x}} = \Pi_\mathbb{K}(x(t, \bar{x}), -\nu(x(t, \bar{x}))), \quad x(t, 0) \in \mathbb{K}, \quad (3.1)
\]

where

\[
\Pi_\mathbb{K}(y, -\nu(y)) = \lim_{\delta \to 0^+} \frac{P_\mathbb{K}((y - \delta \nu(y)) - y)}{\delta}, \quad \forall y \in \mathbb{K}
\]

with the projection operator \( P_\mathbb{K} : H \to \mathbb{K} \) given by

\[
\|P_\mathbb{K}(z) - z\| = \inf_{y \in \mathbb{K}} \|y - z\|.
\]

Following [24], in [25] it was shown that the following theorem holds:

**Theorem 3.1.** Assume that \( K \subseteq H \) is a non-empty, closed and convex subset and \( C : \mathbb{K} \to \mathcal{L} \) is a pseudo-monotone Lipschitz continuous vector field, where \( H \) is a Hilbert space. Then the
solutions of EVI (2.16) are the same as the critical points of the projected differential equation (3.1) that is, they are the functions $x(t) \in K$ such that

$$
\Pi_K(x(t), -\nu(t)) = 0
$$

(3.2)

and vice versa.

According to Theorem 3.1, the solutions to the evolutionary variational inequality: determine $x(t) \in K$ such that:

$$
\int_0^T \langle \nu(x(t)), y(t) - x(t) \rangle \geq 0, \quad \forall y \in K
$$

are the same as the critical points of the equation:

$$
\frac{dx(t, \tilde{\tau})}{d\tilde{\tau}} = \Pi_K(x(t, \tilde{\tau}), -\nu(x(t, \tilde{\tau}))),
$$

(3.3)

that are the points such that

$$
\Pi_K(x(t, \tilde{\tau}), -\nu(x(t, \tilde{\tau}))) \equiv 0 \text{ a.e. in } [0, T],
$$

which are stationary with respect to $\tilde{\tau}$.

In [23], the authors discussed the meaning of the two "times" in (3.3). In particular, they noted that, intuitively, at each instant $t \in [0, T]$, the solution of the evolutionary variational inequality (2.16) represents a static state of the underlying system. As $t$ varies over $[0, T]$, the static states describe one (or more) curves of the equilibria. In contrast, $\tilde{\tau}$ here is the time that describes the dynamics of the system until it reaches one of the equilibria of the curve. In our case, $\tilde{\tau}$ represents the time that the firm takes to adapt its production to excessive demand and, therefore, the delay time in product supplying.

To solve evolutionary variational inequality (2.16), we utilize the approach described in [25], [23], in which the time horizon $T$ is discretized and at each fixed time we then solve the associated static projected dynamical system (see also [26]). For sake of simplicity, we will build the examples with a vector field $\nu$ satisfying the requirements in Theorem 3.1.

The algorithmic procedure is now described. We select discrete points in time for each example over the interval $[0, T]$. We then apply the Euler method at each discrete time point over the time interval $T$. The Euler method is induced by the general iterative scheme applied in [26] to solve the variational inequality problem. However, this procedure is correct if the continuity of the solution is guaranteed. In the case where the vector field $\nu(x(t)) = A(t)x(t) + B(t)$ is a linear operator, $A(t)$ is a continuous and positive definite matrix in $[0, T]$ and $B(t)$ is a continuous vector, continuity results have been obtained in [27].

In our context, function $\nu \in L^2([0, T], \mathbb{R}_{+}^{||L||+||L||})$ is a non linear operator. To obtain regularity results, we have to introduce some preliminary definitions.

**Definition 3.1.** Let $(X, d)$ be a metric space and $Y \subset X$ a closed, nonempty, convex set. A sequence of nonempty, closed, convex sets $Y_n$ converges to $Y$ as $n \to \infty$, i.e. $Y_n \to Y$ in the sense of Kuratowski, if and only if:

(K1) for any $y \in Y$, there exists a sequence $\{y_n\}_{n \in \mathbb{N}}$ converging to $y$ in $X$ such that $y_n$ lies in $Y_n$ for all $n \in \mathbb{N}$;

(K2) for any subsequence $\{y_{n_k}\}_{k \in \mathbb{N}}$ converging to $y$ in $X$, such that $y_{n_k}$ lies in $Y_{n_k}$ for all $n_k \in \mathbb{N}$, then the limit $y$ belongs to $Y$. 
Moreover, we recall that problem (2.16) (see [28]) is also equivalent to the following one: Find \( x^* \in K \) such that
\[
\langle \nu(x^*(t)), x(t) - x^*(t) \rangle \geq 0, \quad \forall x(t) \in K(t), \text{ a.e. in } [0, T],
\] (3.4)
where
\[
K(t) := \left\{ x(t) \in \mathbb{R}^{[L|+|L_1]}_+: \exists F(\tau) \in \mathbb{R}^{P|} \text{ and } \right.
\]
\[
f_a(\tau) = \sum_{p \in P} F_p(\tau) \delta_{ap}, \quad \forall a \in L,
\]
\[
f_\alpha(\tau) \leq \bar{u}_\alpha(\tau) + u_\alpha(t), \quad \forall \alpha \in L_1,
\]
\[
u\alpha(t) \leq \lambda_\alpha(t), \quad \forall \alpha \in L_1,
\]
\[
f_\beta(\tau) \leq \bar{u}_\beta(\tau), \quad \forall \beta \in L_2,
\]
\[
\sum_{p \in \mathcal{P}_{Ik}} \delta_{ap} F_p(\tau) \geq l_k I_k(t), \quad k = 1, \ldots, K \}.
\]

We suppose that \( K(t) \) satisfies the following assumption:

(K) \( K(t), t \in [0, T] \), is a family of nonempty convex, closed sets of \( \mathbb{R}^{[L|+|L_1]}_+ \) such that \( K(t_n) \)
converges to \( K(t) \) in Kuratowski’s sense, for each sequence \( \{t_n\}_{n \in \mathbb{N}} \subseteq [0, T] \), with \( t_n \to t \), as \( n \to \infty \).

Adapting Theorem 4.2 in [29] to our case, we have the following result.

**Theorem 3.2.** Let \( \nu \in C([0, T], \mathbb{R}^{[L|+|L_1]}_+) \) be a vector-function satisfying the conditions
\[
\| \nu(x(t)) \|_{[L|+|L_1]} \leq A(t) \| x(t) \|_{[L|+|L_1]} + B(t), \quad \text{in } [0, T],
\] (3.6)
with \( B \in C([0, T]) \) and \( A \in C([0, T]) \), and \( \nu \) is a strictly monotone operator. Let \( K(t), t \in [0, T] \), be a family of uniformly bounded sets satisfying condition (K). Then, evolutionary variational inequality (3.4) admits a unique solution \( x \in K \) such that \( x \in C([0, T], \mathbb{R}^{[L|+|L_1]}_+) \).

The calculations are performed using the Matlab program. The algorithm has been implemented on a laptop with 1.8 GHz Intel Core i5 dual-core and 8 GB RAM, 1600 MHz DDR3. For the convergence of the method a tolerance of \( \varepsilon = 10^{-4} \) is fixed. The method has been implemented with the sequence \( \{\alpha_t\} \) set to 0.1 \( \left\{ 1, 1, \frac{1}{2}, \frac{1}{2}, \frac{1}{3}, \frac{1}{3}, \ldots \right\} \).

### 4. Numerical examples

In this section we provide two numerical examples, studied in a fixed time interval, using the model described in Section 2.

#### 4.1. Example 1

We suppose to study our model in the time interval \([0, 6]\) where the time unit is months and \( t = 0 \) indicates February 2020. The supply chain network is constituted by two manufacturing plants, two distribution centers, two distribution storage centers and three demand markets. The structure of the network is depicted in Figure 2. The links are labeled as
We set our scenario in Italy. The territory of Italy is divided into 20 regions; during the Covid-19 pandemic, the most affected regions of Italy were the northern ones, with the highest number of infected people ever recorded in Lombardy (see [30]). We suppose that the demand markets are the individual regions. We consider three demand markets that differ in the degree of spread of the virus. Specifically, we choose the three regions Molise, Sicily and Lombardia. The first region represents the demand market in which a small number of infections has been recorded; the second region represents the demand market where there was a sustained number of infections and the third region represents the demand market where the higher number of infections has been recorded.

As already announced in Section 2, the request in the demand markets is proportional to the number of the trend of infections in the same demand market, that we indicate with $I_k(t)$, for all $k = 1, \ldots, K$ and $t \in [0,6]$. To obtain a functional expression of $I_k(t)$, we utilize a quadratic interpolation where data are the number of infections at instants $t_1 = 0$, $t_2 = 3$ and $t_3 = 6$, i.e. February, May and August. According to [31], we obtain the following table:
Figure 3. Graphic representation of $I_1(t)$ (in green), $I_2(t)$ (in blue) and $I_3(t)$ (in red).

<table>
<thead>
<tr>
<th>Region Demand Markets</th>
<th>Number of infections at $t_1$</th>
<th>Number of infections at $t_2$</th>
<th>Number of infections at $t_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Molise</td>
<td>0</td>
<td>436</td>
<td>525</td>
</tr>
<tr>
<td>Sicily</td>
<td>4</td>
<td>3,443</td>
<td>4,317</td>
</tr>
<tr>
<td>Lombardia</td>
<td>615</td>
<td>88,968</td>
<td>100,075</td>
</tr>
</tbody>
</table>

Table 1. Number of infections in the demand markets in the three chosen times (data obtained by [31]).

Using data in Table 1, we obtain the following expression for $I_k(t), k = 1, 2, 3$:

$$I_1(t) = 203.167t - 19.2778t^2;$$
$$I_2(t) = 4 + 1,573.83t - 142.5t^2;$$
$$I_3(t) = 615 + 42,337.3t - 4,293.44t^2.$$

Figure 3 shows their graphic representation. Moreover, we choose $l_1 = 2$, $l_2 = 4$ and $l_3 = 9$. Now let us introduce the firm reaction time function:

$$w(t) = \sum_{k=1}^{3} \left( \frac{dI_k(t)}{dt} \right) = 44,114.3 - 4,455.21t,$$

that is, the firm reaction time is the sum of the rate of change of infections in all demand markets.

Moreover, we introduce the delay function

$$h(t, w(t)) = 5t + 0.0001w(t) = 4.41 + 0.054t.$$

Then,

$$\tau = 4.41 + 1.05t.$$
We assume the following cost functions are given:
\[ c_a(f_a(\tau)) = 0.5f_a^2(\tau) + f_a(\tau), \quad \forall a \in L. \]

Moreover, we assume that the following investment capacity functions are given:
\[ \pi_\alpha(u_\alpha(t)) = 0.5u_\alpha^2(t) + u_\alpha(t), \quad \forall \alpha \in L_1. \]

The existing capacities are \( \bar{u}_a(\tau) = \zeta^4(\tau), \quad \forall a \in L \) and, finally, the upper bounds for additional capacity are \( \lambda_\alpha(t) = 9.4 \times 10^5, \quad \forall t \in [0, 6], \quad \forall \alpha \in L_1. \) The optimal solution is shown in Figure 4.

We observe that Figure 4 shows, at every instant \( t \in [0, 6] \), the retarded optimal flows \( f_a(4.41 + 1.05t), \ a \in L \), and the added capacity on arcs. This means that, at instant \( t = 1 \), for example, the request in the demand markets is satisfied at the instant \( t = 4.41 + 1.05 = 5.46 \), etc.

As shown in Figure 4, the huge increase in request in the demand markets forces the company to invest in the arcs of the set \( L_1 \) to increase their capacity, except for the arc \( a = 12 \), which serves the demand market \( k = 1 \) (arc \( a = 12 \) is not reported in Figure 4 because it is null over time). This is due to the fact that the request in this demand market is relatively low and, therefore, the company manages to merge the requested product only in the arc \( a = 9 \), for which, instead, the additional capacity is not provided. Indeed, the flow on arc \( a = 9 \) increases from \( f_9^*(\zeta(0)) = 0 \) to \( f_9^*(\zeta(6)) = 1052 \), that represents the total demand in demand market 1 at time \( t = 6 \).

Moreover, the optimal flows on arcs with non-increasing capacity \( a = 3 \) and \( a = 13 \) are null over time and this means that, in terms of costs, the company prefers to invest in arcs for which it is possible to increase the capacity and use the paths that include these arcs. This preference can also be deduced from the Table 2, which shows the flows on the paths at each instant \( t \in [0, 6] \).
4.2. **Statistical Analysis.** In this subsection, we conduct a statistical analysis on arc flows, considering different expressions for arc cost functions and for investment capacity functions. To do this, we consider the general quadratic expression of these costs:

\[
c_a(f_a(t)) = \gamma_a(f_a(t))^2 + \phi_a f_a(t) + d_a, \quad \forall a \in L;
\]

\[
\pi_\alpha(u_\alpha(t)) = \kappa_\alpha(u_\alpha(t))^2 + \varphi_\alpha u_\alpha(t) + q_\alpha, \quad \forall \alpha \in L_1.
\]

We set:

\[d_a = 0, \quad q_\alpha = 0, \quad \forall a \in L, \forall \alpha \in L_1,\]

and we vary the coefficients \(\gamma_a, \kappa_\alpha,\) considering a random uniform distribution in the interval [1;50], and \(\phi_a\) and \(\varphi_\alpha,\) considering a random uniform distribution in the interval [1;30]. We have solved 15 different instances and we have obtained the optimal solutions as in Figure 5 and Figure 6.

Figure 5 and Figure 6 represent the optimal flows on arcs \(a = 1, \ldots, 6\) and \(a = 7, \ldots, 14\), respectively.

We are interested on the calculation of expectation and variance of arc flows. As we can see from Figure 5, arc flows \(f_a, a = 7, \ldots, 14\), are relatively stable and are subject to small variations only between the instants \(t = 5\) and \(t = 6\). The aforesaid arcs represent the final arcs of the supply chain network in Figure 2. Although the costs vary randomly, the company, forced to satisfy the requests in the demand markets, does not have any possibility to significantly vary the flows on these arcs, due to their limited capacity.

Arcs \(a = 1\) and \(a = 2\) are complementary: the firm, based on the costs on these arcs, decides whether to merge a greater flow to the first or to the second one, in line with its objective of minimizing total costs. For these costs we obtain the expectations and variances of optimal arc flows \(F_1^*\) and \(F_2^*\) in Table 3, calculated at every instant \(t = 1, \ldots, 6\).

<table>
<thead>
<tr>
<th>(t = 0)</th>
<th>(t = 1)</th>
<th>(t = 2)</th>
<th>(t = 3)</th>
<th>(t = 4)</th>
<th>(t = 5)</th>
<th>(t = 6)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(F_1^*)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>(F_2^*)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>(F_3^*)</td>
<td>0</td>
<td>367.80</td>
<td>658.44</td>
<td>872.00</td>
<td>1008</td>
<td>1067.80</td>
</tr>
<tr>
<td>(F_4^*)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>(F_5^*)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>(F_6^*)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>(F_7^*)</td>
<td>16</td>
<td>5740.00</td>
<td>10324</td>
<td>13768</td>
<td>24624</td>
<td>17240</td>
</tr>
<tr>
<td>(F_8^*)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>(F_9^*)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>(F_{10}^*)</td>
<td>4778.54</td>
<td>346144.53</td>
<td>609442.85</td>
<td>794331.93</td>
<td>900429.86</td>
<td>927269.39</td>
</tr>
<tr>
<td>(F_{11}^*)</td>
<td>378.22</td>
<td>888.73</td>
<td>1796.07</td>
<td>3266.53</td>
<td>5495.56</td>
<td>8707.80</td>
</tr>
<tr>
<td>(F_{12}^*)</td>
<td>378.22</td>
<td>888.73</td>
<td>1796.07</td>
<td>3266.53</td>
<td>5495.56</td>
<td>8707.80</td>
</tr>
</tbody>
</table>

**Table 2.** Optimal path flows over time for Example 1.
FIGURE 5. Random instances for arcs costs functions $c_a$, $a \in \{1, \ldots, 6\}$.

<table>
<thead>
<tr>
<th>$t$</th>
<th>$\tilde{f}_1^*$</th>
<th>$\tilde{f}_2^*$</th>
<th>$\text{Var}(f_1^*)$</th>
<th>$\text{Var}(f_2^*)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>$2.4 \times 10^3$</td>
<td>$3.17 \times 10^3$</td>
<td>$7.15 \times 10^6$</td>
<td>$7.15 \times 10^6$</td>
</tr>
<tr>
<td>1</td>
<td>$2.95 \times 10^5$</td>
<td>$5.92 \times 10^4$</td>
<td>$5.36 \times 10^5$</td>
<td>$5.36 \times 10^5$</td>
</tr>
<tr>
<td>2</td>
<td>$5.11 \times 10^5$</td>
<td>$1.17 \times 10^5$</td>
<td>$2.03 \times 10^7$</td>
<td>$2.03 \times 10^7$</td>
</tr>
<tr>
<td>3</td>
<td>$5.97 \times 10^5$</td>
<td>$2.06 \times 10^5$</td>
<td>$3.59 \times 10^8$</td>
<td>$3.59 \times 10^8$</td>
</tr>
<tr>
<td>4</td>
<td>$6.03 \times 10^5$</td>
<td>$3.33 \times 10^5$</td>
<td>$3.19 \times 10^9$</td>
<td>$3.19 \times 10^9$</td>
</tr>
<tr>
<td>5</td>
<td>$5.99 \times 10^5$</td>
<td>$3.63 \times 10^5$</td>
<td>$2.09 \times 10^{10}$</td>
<td>$2.09 \times 10^{10}$</td>
</tr>
<tr>
<td>6</td>
<td>$5.67 \times 10^5$</td>
<td>$3.5 \times 10^5$</td>
<td>$1.37 \times 10^{11}$</td>
<td>$1.37 \times 10^{11}$</td>
</tr>
</tbody>
</table>

TABLE 3. Expectations and Variances for optimal arc flows $f_1^*$ and $f_2^*$. 
According to Table 3, the firm decides to merge more product flow on the arc $a = 1$, as the average value of the flows on such an arc is much greater than the one on the arc $a = 2$. Further, the variance of the flows on these arcs is very high. Indeed, in some instances, the company decides to merge the entire flow on a single arc, keeping null the flow on the complementary arc and vice versa. Similar considerations can be drawn for arcs $a = 3, 4, 5, 6$.

This result suggests to us that the optimal solution for each instance is strictly affected by the cost function variations and this is consistent with the mathematical model presented in Section 2.
4.3. **Sensitivity Analysis.** We finally conduct a sensitivity analysis on arc flows. First, we suppose to consider the same data as in Example 1, except that we now suppose that the firm can increase the capacity on each arc, that is $L_1 = L$. We introduce the following investment capacity functions for all arcs:

$$
\pi_a(u_a(t)) = 0.5u_a^2(t) + u_a(t), \quad \forall a \in L.
$$

In particular, we focus on arcs 3, 4, 5 and 6, that represent the central arcs of the network in Figure 2. Their optimal values read as in Table 4.

As it is possible to see, the company, faced with a huge and sudden increase in demand, having the possibility of increasing the capacity on each arc that forms the supply network, decides indiscriminately to use all the arcs in the same way.

For arcs $a = 3$ and $a = 5$ we vary the coefficients of the quadratic terms, uniformly in the interval $[1, 10]$ with increments of 0.5 units.

![Figure 7. Sensitivity analysis for coefficients of quadratic terms of $c_3$ and $c_5$ variations.](image-url)
The values for the optimal flows on arcs $a = 3$ and $a = 5$ for time $t = 6$ are reported in Figure 7. Figure 7 shows that, as the coefficient of quadratic terms for arc cost functions $c_3$ and $c_5$ increase, the optimal flows on these arcs decrease uniformly, while, at the same time, the optimal flows on arcs $a = 4$ and $a = 5$ increase. This result suggests to us that the firm prefers not to invest in the arcs $a = 3$ and $a = 5$, but decides to merge the product flows into the arcs with lower costs. This is consistent with the objective of the mathematical model proposed in Section 2.

5. Conclusion

In this paper, we developed an optimization model consisting in a dynamic supply chain network for PPE studied in a time interval $[0, T]$, in which arc flows, path flows and existing capacity on arcs depend both on time and on a delay function, in order to find the optimal flows and the optimal adding capacities on arcs that firm has to adopt to satisfy the huge and immediate increase in request for such devices in demand markets due to the spread of the COVID-19 disease. We obtained a minimization problem and the related “retarded” evolutionary variational inequality. Furthermore, we introduced the associated infinite-dimensional projected dynamical system to determine a computational procedure to find the optimal variables of the model. A concrete example, set in Italy, was presented and solved and both statistical and sensitivity analysis on arc flows were conducted. The optimal solution showed the effectiveness of the model and the need for the firm to improve its supply and production capacities.

In a future research it would be interesting to introduce the Lagrange multipliers associated with the constraint and make an analysis of their values, so to examine further features of the model.

Acknowledgments

The authors appreciate very much the feedback and comments received by the referees on an earlier version of this paper. The research was partially supported by the research project “Programma ricerca di ateneo UNICT 2020-22 linea 2 (OMNIA)” University of Catania. This support was gratefully acknowledged.

REFERENCES


[27] A. Barbagallo, Regularity Results for Time-dependent Variational and Quasivariational Inequalities and Computational Procedures, Department of Mathematics and Computer Sciences, University of Catania, Sicily, 2005.

