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Abstract. We consider the problem of approximation of unbounded positively homogeneous operators in $L$-spaces using Lipschitz operators. We study its connection to the problem of computing modulus of continuity of the unbounded operator on the class of elements, as well as, to the problem of optimal recovery of an unbounded operator by a Lipschitz one on the class of elements given with an error. Moreover, in $L$-spaces and for positively homogeneous operators, the connection of the above-mentioned problems with inequalities of Landau-Kolmogorov type is studied. As applications, we consider the problem of approximation of unbounded operator, that for functions with values in some $L$-space puts in a correspondence Hukuhara-type derivatives, by Lipschitz operators. In addition, we compute the modulus of continuity of this operator and obtain exact Landau-Kolmogorov type inequalities. Further, we solve the problem of the optimal recovery of this operator on the class of functions that have Hukuhara-type derivative with the given majorant of the modulus of continuity (in the case of optimal recovery, elements of this class are given with an error).
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1. INTRODUCTION

Many problems of the approximation theory and numerical analysis are reduced to the study of the deviation of the operator $A$ (bounded or not) from a fixed (usually bounded) operator $T$ on a given class of elements of the normed space. In particular, these are the problems of obtaining error estimates for various numerical differentiation formulas. Wherein, the problem of choosing the optimal (in some sense) approximating operator arises naturally.

The problem of the best approximation of an unbounded operator by a bounded operator on the given class of elements was formulated by Stechkin [13] (see also [1]). He also obtained first results on the solution of this problem. This problem is closely related to the problem on obtaining inequalities for the norms of consecutive derivatives (norms of powers of an unbounded operator, or, more generally, the problem of comparing operators) and with ill-posed problem of recovery of the values of unbounded operator on the class of elements known with some error (see [1, 3] on the connection). An example of such a problem is the problem of obtaining stable formulas for numerical differentiation (see [11, 12] and references therein).
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The purpose of this work is to consider these problems in the case of positively homogeneous operators in $L$-spaces. The notion of an $L$-space was introduced by Vahrameev [14]. He also defined integration for functions with values in $L$-spaces. The use of this notion let us consider many questions connected to set-valued and fuzzy-valued functions from a common point of view.

This paper is organized in the following way. In Section 2, we present the definition of $L$-spaces and, for completeness, give some examples.

We define a notion of boundedness and unboundedness for positively homogeneous operators in $L$-spaces. Besides that, we define Lipschitz operators (any Lipschitz operator is bounded). In Section 3, we study analog of Stechkin’s problem [13] for the best approximation of unbounded positively homogeneous operators in $L$-spaces by Lipschitz operators. In addition, we consider its connection to the problem of computing modulus of continuity of the operator on the class of elements, as well as, the problem of optimal recovery of an unbounded operator on the class of elements given with an error. Moreover, in $L$-spaces for positively homogeneous operators, a connection with inequalities of Landau-Kolmogorov type is studied.

In Section 4, we present the necessary definitions and facts for analysis of functions with values in $L$-spaces. In particular, we define the notion of Hukuhara-type difference for elements of $L$-space (Hukuhara [9] defined this notion in the space of sets) and we define Hukuhara-type derivatives for functions with values in $L$-spaces. Furthermore, we provide a definition of integrals of such functions as well as all necessary properties of introduced notions. Note that in the paper [5] the calculus of functions with values in $L$-spaces was built and existence and uniqueness of solutions of integral (and differential) equations for such functions were studied. Hukuhara derivative is important for a number of applications. For instance, differential equations and differential inclusions with Hukuhara derivatives are studied by many authors. Similar questions are of interest for derivatives of the Hukuhara-type. One of the examples of applications of derivatives of the Hukuhara-type is as follows. In order to solve an integral equation

$$f(t) = \int_0^t x(u)du$$

(here $f$ is known, and $x$ is an unknown function with values in $L$-space) it becomes necessary to calculate the derivative of the Hukuhara-type from the function $f$. This naturally raises questions about the formulas for the approximate calculation of a derivative of the Hukuhara-type and their stability.

In Sections 5 and 6, we are solving the problem of approximation of unbounded operator, that for the function $x$ defined on $\mathbb{R}_+$ or $\mathbb{R}$ with values in $L$-spaces, puts in a correspondence a Hukuhara-type derivative, by Lipschitz operators. We also compute the modulus of continuity of this operator and obtain exact Landau-Kolmogorov-type inequalities. In addition, we solve the problem of the optimal recovery of this operator on the class of functions that have Hukuhara-type derivative with the given majorant of the modulus of continuity (in the case of optimal recovery, elements of this class are given with an error).

2. $L$-SPACES

2.1. Definitions. The following definition was introduced by Vahrameev in [14]:

**Definition 2.1.** A complete separable metric space $X$ with metric $d = d_X$ is said to be an $L$–space if in $X$ operations of addition of elements and their multiplication with real numbers are defined, and the following axioms are satisfied:
Axiom 1. \( \forall x, y \in X \ x + y = y + x; \)
Axiom 2. \( \forall x, y, z \in X \ x + (y + z) = (x + y) + z; \)
Axiom 3. \( \exists \theta \in X \ \forall x \in X \ x + \theta = x \) (where \( \theta \) is called a zero element in \( X \));
Axiom 4. \( \forall x, y \in X \ \lambda \in \mathbb{R} \ \lambda(x + y) = \lambda x + \lambda y; \)
Axiom 5. \( \forall x \in X \ \lambda, \mu \in \mathbb{R} \ \lambda(\mu x) = (\lambda \mu)x; \)
Axiom 6. \( \forall x \in X \ 1 \cdot x = x, \ 0 \cdot x = \theta; \)
Axiom 7. \( \forall x, y \in X \ \lambda \in \mathbb{R} \ d(\lambda x, \lambda y) = |\lambda|d(x, y); \)
Axiom 8. \( \forall x, y, u, v \in X \ d(x+y, u+v) \leq d(x, u) + d(y, v). \)

**Definition 2.2.** We call an \( L \)-space \( X \) isotropic if
\[
\forall x, y, u \in X \ d(x + u, y + u) = d(x, y).
\]

Below we consider isotropic \( L \) spaces only.

2.2. **Examples of isotropic \( L \)-spaces.**

1. Any real and separable Banach space \( (Y, \| \cdot \|_Y) \) endowed with the metric \( d(x, y) = \|x - y\|_Y \).
2. Let \( \mathcal{K}(\mathbb{R}^n) \) be the set of all nonempty and compact subsets of \( \mathbb{R}^n \) and let \( \mathcal{K}^c(\mathbb{R}^n) \subset \mathcal{K}(\mathbb{R}^n) \) be the subset of convex sets.

**Definition 2.3.** Let \( | \cdot | \) be the Euclidean norm in \( \mathbb{R}^n \). For \( A, B \in \mathcal{K}(\mathbb{R}^n) \), and \( \alpha \in \mathbb{R} \):
\[
A + B := \{ x + y : x \in A, y \in B \}; \quad \alpha A := \{ \alpha x : x \in A \}
\]
and Hausdorff Distance
\[
d_{\mathcal{K}(\mathbb{R}^n)}(A, B) = \max \left\{ \sup_{x \in A} \inf_{y \in B} |x - y|, \ \inf_{x \in B} \sup_{y \in A} |x - y| \right\}.
\]

With these operations and metric, \( \mathcal{K}(\mathbb{R}^n) \) and its subspace \( \mathcal{K}^c(\mathbb{R}^n) \) are complete, separable metric spaces (see [8]) and since the axioms 1-8 as well as condition of Definition 2.2 hold, these spaces are isotropic \( L \)-spaces.

3. Any complete and separable quasilinear normed space \( Y \) (see the definition in [2]) is an \( L \)-space.
4. Consider (see, e.g., [7]) the class of fuzzy sets \( \mathcal{E}^n \) consisting of functions \( u : \mathbb{R}^n \to [0, 1] \) such that
   a. \( u \) is normal, i.e., there exists an \( x_0 \in \mathbb{R}^n \) such that \( u(x_0) = 1; \)
   b. \( u \) is fuzzy convex, i.e., for any \( x, y \in \mathbb{R}^n \) and \( 0 \leq \lambda \leq 1, \)
\[
u(\lambda x + (1 - \lambda)y) \geq \min\{u(x), u(y)\};
\]
   c. \( u \) is upper semicontinuous;
   d. the closure of \( \{x \in \mathbb{R}^n : u(x) > 0\} \), denoted by \([u]^0\), is compact.

For each \( 0 < \alpha \leq 1 \), the \( \alpha \)-level set \([u]^\alpha\) of a fuzzy set \( u \) is defined as \( [u]^\alpha = \{ x \in \mathbb{R}^n : u(x) \geq \alpha \} \).

The addition \( u + v \) and scalar multiplication \( cu, c \in \mathbb{R} \setminus \{0\} \), on \( \mathcal{E}^n \) are defined, in terms of \( \alpha \)-level sets, by
\[
[u + v]^\alpha = [u]^\alpha + [v]^\alpha, \quad [cu]^\alpha = c[u]^\alpha \text{ for each } 0 < \alpha \leq 1.
\]
Define also $0 \cdot u$ by the equality $[0 \cdot u]^\alpha = \{ \theta \}$ (here $\theta = (0, \ldots, 0) \in \mathbb{R}^n$). One of the possible metrics in $\mathcal{S}^n$ is defined in the following way

$$d_{\mathcal{S}^n,p}(u,v) = \left( \int_0^1 d_{\mathcal{F}([\mathbb{R}^n])}(\|u\|^\alpha, \|v\|^\alpha)^p d\alpha \right)^{1/p}, \quad 1 \leq p < \infty.$$ 

Then the space $(\mathcal{S}^n, d_{\mathcal{S}^n,p})$ is (see [7, Theorem 3]) a complete separable metric space and therefore an $L$-space.

(5) **Spaces of continuous mappings.** The structure of $L$-spaces arises naturally in some spaces of mappings with values in $L$-spaces. For example, let a compact topological space $G$ and $L$-space $X$ be given. Denote by $C(G,X)$ the space of all continuous mappings $f : G \to X$. Operations of addition and multiplication by real numbers are defined in $C(G,X)$ in a standard way. Metric in $C(G,X)$ is defined by the relation

$$d_{C(G,X)}(f_1,f_2) := \max_{t \in T} d_X(f_1(t),f_2(t)).$$

It is clear that $(C(G,X), d_{C(G,X)})$ is an $L$-space. We will also consider spaces $C(G,X)$ of continuous bounded functions $f : G \to X$ with noncompact $G$. In particular, we will consider spaces $C(\mathbb{R}, X)$ and $C(\mathbb{R}_+, X)$. Such spaces are complete, but not separable.

### 2.3. Convex and invertible elements of $L$-spaces.

We need the following notions of convex elements in $L$-spaces.

**Definition 2.4.** An element $x \in X$ is **convex** if $\lambda x + \mu x = (\lambda + \mu)x$, $\forall \lambda, \mu \geq 0$.

**Remark 2.5.** Note that if the element $x$ is convex, then it follows from axioms 7 and 8 that $\forall \lambda, \mu \in \mathbb{R}$

$$d_X(\lambda x, \mu x) \leq |\lambda - \mu|d_X(x, \theta).$$

Let $X^c$ be a set of all convex elements of a given $L$-space $X$.

**Remark 2.6.** $X^c$ is a closed subset of $X$.

**Definition 2.7.** An element $x \in X$ is invertible if there exist an element $x' \in X$ such that $x + x' = \theta$ ($x'$ is called an inverse to $x$). The set of all invertible elements of the space $X$ we denote by $X^{inv}$.

In what follows, we assume that $X^{inv} \cap X^c \neq \{ \theta \}$.

We need the following Lemmas.

**Lemma 2.8.** If $x \in X^{inv}$, then inverse element $x'$ is unique.

**Lemma 2.9.** If $x \in X^{inv} \cap X^c \neq \emptyset$, then $x' \in X^c$ and, moreover,

$$\forall \alpha, \beta \in \mathbb{R} \quad (\alpha + \beta)x' = \alpha x' + \beta x'. $$

### 3. Stechkin’s and Related Problems in $L$-spaces

We use the following notation:

$$\|x\|_X = d_X(x, \theta).$$

**Definition 3.1.** Nonempty subset $K$ of an $L$-space $X$ is called a cone, if $\forall x \in K$ and $\forall \alpha \geq 0$, $\alpha x \in K$. 

**Definition 3.2.** Let $L$-spaces $X, Y$ be given and let $K \subset X$ be cone in $X$. Let also positively homogeneous operator $T : K \to Y$ be given. We say that this operator is bounded on $K$ if

$$
\exists M > 0, \forall x \in K \quad \|Tx\|_Y \leq M\|x\|_X.
$$

In the opposite case, we say that operator $T$ is unbounded. We denote by $L(K, Y)$ a set of all positively homogeneous, bounded operators $T : K \to Y$. The smallest value $M$ for which the above inequality holds for any $x \in K$, similarly to the case of normed spaces, we call the norm of operator $A$ and denote by $\|A\|_{L^\infty}$.

**Definition 3.3.** An operator $T : K \to Y$ is a Lipschitz operator if

$$
\exists M > 0 \quad \forall x', x'' \in X \quad d_Y(T(x'), T(x'')) \leq Md_X(x', x''). \quad (3.1)
$$

We denote by $Lip(K, Y)$ the set of all Lipschitz operators $T : K \to Y$. The smallest constant $M$, for which (3.1) holds, is called the Lipschitz norm of mapping $f$ and we denote it by $\|T\|_{Lip}$.

Note that $Lip(K, Y) \subset L(K, Y)$ and for any $T \in Lip(K, Y),$

$$
\|T\|_{L^\infty} \leq \|T\|_{Lip}.
$$

Indeed,

$$
\|Tx\|_Y = d_Y(Tx, \theta) = d_Y(Tx, T\theta) \leq \|T\|_{Lip}d_X(x, \theta) = \|T\|_{Lip}\|x\|_X.
$$

Let some class of elements $Q \subset K$, such that $\theta \in Q$, be given. Note that class $Q$ can usually be defined as follows. Let positively homogeneous functional $F : K \to \mathbb{R}_+$, such that Ker($F$) $\subset$ Ker($A$) be given. Then

$$
Q = Q_F = \{x \in K : F(x) \leq 1\}.
$$

We formulate generalized Stechkin’s problem on approximation of unbounded operators on the given class $Q$ of elements from $K$. As a set of approximating operators, we consider the set of Lipschitz operators. Therefore, we use the following notations below:

$$
\mathcal{L} = Lip \quad \text{and} \quad \|T\| = \|T\|_{Lip}.
$$

Let $L$-spaces $X, Y$, as well as, positively homogeneous, unbounded operator $A : K \to Y$ and a class of elements $Q \subset K$ be given.

**Definition 3.4.** For bounded operator $T : K \to Y$ the value

$$
U(T) = U(A, T, Q) = \sup_{x \in Q} d_Y(Ax, Tx).
$$

is called deviation of operator $T$ from operator $A$ on $Q$.

**Definition 3.5.** For $N > 0$,

$$
E(N) = E_{\mathcal{L}}(A, N, Q) = \inf_{\|T\| \leq N} U(T). \quad (3.2)
$$

The value $E(N)$ is called the best approximation of operator $A$ by operators $T \in \mathcal{L}$ such that $\|T\| \leq N$. 
Generalized Stechkin’s Problem consists of finding the value $E(N)$ and operator, that realizes $\inf$ in the right side of the (3.2).

If values $U(T)$ or $E(N)$ are known, then we obtain the following abstract versions of Landau - Kolmogorov inequalities in additive form:

$$ \forall x \in Q \quad \|Ax\|_Y \leq U(T) + \|T\|\|x\|_X $$

and

$$ \forall x \in Q \quad \|Ax\|_Y \leq E(N) + N\|x\|_X, $$

that in the case $Q = Q_F$ leads to inequalities

$$ \forall x \in \text{cone}(Q) \quad \|Ax\|_Y \leq U(T)F(x) + \|T\|\|x\|_X $$

and

$$ \forall x \in \text{cone}(Q) \quad \|Ax\|_Y \leq E(N)F(x) + N\|x\|_X $$

(here $\text{cone}(Q) = \{ \alpha x : x \in Q, \alpha \in \mathbb{R}_+ \}$).

**Definition 3.6.** Let

$$ \Omega(\delta, A, Q) := \sup_{x \in Q, \|x\|_X \leq \delta} \|Ax\|_Y, \quad \delta \geq 0. $$

Such function is called modulus of continuity of operator $A$ on the class of elements $Q \subset K$.

From inequality (3.3), we immediately obtain the following estimation for the modulus of continuity of operator $A$ on the class of elements $Q \subset K$:

$$ \Omega(\delta) \leq \inf_{N \geq 0} \{ E(N) + N\delta \}. $$

If function $\Omega(\delta)$ is known and $Q = Q_F$, then, for any $x \in K, x \notin \text{Ker}(F), x/F(x) \in Q_F$, and

$$ \frac{\|Ax\|_Y}{F(x)} \leq \Omega\left( \frac{\|x\|_X}{F(x)} \right). $$

Therefore,

$$ \|Ax\|_Y = \Omega\left( \frac{\|x\|_X}{F(x)} \right) F(x). $$

This is an abstract version of Landau–Kolmogorov-type inequalities for intermediate derivatives in multiplicative form. If $\Omega(\delta) = M \cdot \delta^\alpha$, then

$$ \|Ax\|_Y = M\|x\|_X^{\alpha} F(x)^{1-\alpha}. $$

For any operator $T$, $\|T\| \leq N$, and any $x \in Q$, we have

$$ d_Y(Ax, Tx) \geq \|Ax\|_Y - \|Tx\|_Y \geq \|Ax\|_Y - \|T\|\|x\|_X. $$

Consequently, for any $\delta \geq 0$, we have

$$ U(T) \geq \sup_{x \in Q, \|x\|_X \leq \delta} \|Ax\|_Y - N\delta = \Omega(\delta) - N\delta. $$

We obtain a useful lower bound for $E(N)$:

$$ E(N) \geq \sup_{\delta \geq 0} (\Omega(\delta) - N\delta) $$
Many problems of computational mathematics, the theory of functions and other branches of mathematics are ill-posed problems of recovering of values of an unbounded operator $A$ on elements of the class $Q \subset D(A)$ in assumption that elements of the class $Q$ are given with known error. We will solve this problem using operators $T \in \mathcal{L}$ for recovery.

Let us formulate the problem of optimal recovery of operator $A$ on the class $Q$.

For number $\delta \geq 0$ and operator $T \in \mathcal{L}$, we set

$$U_\delta(T) = U_\delta(T, A, Q) = \sup\{d_Y(Ax, T\eta) : x \in Q, \eta \in X, d_X(x, \eta) \leq \delta\}.$$ 

Then,

$$\mathcal{E}_\delta(\mathcal{L}) = \mathcal{E}_\delta(\mathcal{L}, A, Q) = \inf_{T \in \mathcal{L}} U_\delta(T)$$

is the value of the best recovery of operator $A$ using the methods of recovery $\mathcal{L}$ on elements of the class $Q$ given with an error $\delta$. The task is to find this quantity and operator $T$ that realizes inf in the right-hand side.

If for some operator $T \in \mathcal{L}$ we know value of $U(T)$, then for $U_\delta(T)$ we get an estimate

$$U_\delta(T) \leq U(T) + \|T\| \delta.$$ 

Indeed,

$$d_Y(Ax, T\eta) \leq d_Y(Ax, Tx) + d_Y(Tx, T\eta) \leq U(T) + \|T\| d_X(x, \eta) \leq U(T) + \|T\| \delta.$$ 

Therefore, for any $N > 0$,

$$\mathcal{E}_\delta(\mathcal{L}) \leq E(N) + N\delta.$$ 

Finally,

$$\mathcal{E}_\delta(\mathcal{L}) \leq \inf_{N>0} (E(N) + N\delta),$$

Next, if $Q$ contains $\theta$, then, for any $T \in \mathcal{L}(X, Y)$,

$$U_\delta(T) = \sup_{x \in Q} \sup_{d_X(x, \eta) \leq \delta} d_Y(Ax, T\eta)$$

$$\geq \sup_{x \in Q, \|x\| \leq \delta} d_Y(Ax, T\theta)$$

$$= \sup_{x \in Q, \|x\| \leq \delta} \|Ax\|_Y = \Omega(\delta).$$

Hence,

$$\mathcal{E}_\delta(\mathcal{L}) \geq \Omega(\delta).$$

Summing up the above, we see that the following theorem that establishes connections between the Stechkin problem, Landau-Kolmogorov inequalities in additive form, the problem of calculating the modulus of continuity of operator, and the problem of optimal recovery of the operator on a class of elements defined with a known error is valid.

**Theorem 3.1.** Let $A : K \rightarrow Y$ be a positively homogeneous operator and $Q \subset K$. Then, for any Lipschitz operator $T$,

$$\|Ax\|_Y \leq U(T) + \|T\| \cdot \|x\|_X \tag{3.4}$$

and, for any $N$,

$$\|Ax\|_Y \leq E(N) + N\delta.$$
For any $\delta$,

$$\Omega(\delta) \leq \inf(E(N) + N\delta),$$

$$E(N) \geq \sup_{\delta \geq 0} (\Omega(\delta) - N\delta),$$

$$\Omega(\delta) \leq \delta \beta(N) \leq \inf_{N > 0} (E(N) + N\delta).$$

(3.5)

(3.6)

The following theorem complements the previous one.

**Theorem 3.2.** If there exists an element $x$ and an operator $T$ such that

$$\|A x\|_Y = U(T) + \|T\| \cdot \|x\|_X,$$

(3.7)

then

$$E(\|T\|) = U(T),$$

(3.8)

$$\Omega(\|x\|_X) = \|A x\|_Y = \delta \|x\|_X(L).$$

Let us prove Theorem 3.2. Using (3.5) and (3.7), we have

$$E(\|T\|) \geq \|A x\| - \|T\|\|x\| = U(T).$$

Since the opposite inequality is obvious, equality (3.8) is proved.

Further,

$$\Omega(\|x\|_X) \leq \inf_{N > 0} (E(N) + N\|x\|_X) \leq E(\|T\| + \|T\|\|x\|_X = U(T) + \|T\|\|x\|_X = \|A x\| \leq \Omega(\|x\|_X).$$

We have proved that

$$\Omega(\|x\|_X) = \|A x\|.$$

Finally, using (3.6), we obtain

$$\Omega(\|x\|) \leq \delta \|x\|_X(L) \leq E(\|T\| + \|T\|\|x\|_X = U(T) + \|T\|\|x\|_X = \|A x\| \leq \Omega(\|x\|).$$

Theorem is proved.

4. **Elements of Calculus in $L$-Spaces**

In this section, we present without proof some statements most of which were obtained in the paper [5].

4.1. **Hukuhara-type difference and its properties.** The notion of the Hukuhara difference of two sets was introduced by Hukuhara in [9]. Here we generalize it as the Hukuhara-type difference for elements in $L$-spaces. Everywhere below we suppose that $X$ consists only of convex elements.

**Definition 4.1.** We say that an element $z \in X$ is the Hukuhara-type difference of elements $x, y \in X$, if $x = y + z$. We denote this difference by $z = x - y$.

The following properties of Hukuhara difference of sets are known (see, e.g., [6, 10]). Similar properties for a general Hukuhara-type difference in $L$-spaces were proved in [5].

**Lemma 4.2.** Let $x, y, u, v \in X$. The Hukuhara-type difference has the following properties

1. $\forall x, y$ difference $(x + y) - x$ exist and $(x + y) - x = y$.
2. If for $x$ and $y$ the Hukuhara-type difference $x - y$ exist, then it is unique.
4.2. Hukuhara-type derivative and its properties. The notion of the Hukuhara derivative of set-valued functions was introduced by Hukuhara in [9], and one can find properties of Hukuhara derivative for set-valued functions, for example, in [10].

Definition 4.3. If \( t \in (a, b) \) and for all small enough \( \gamma > 0 \) there exist differences \( f(t + \gamma)^h - f(t) \) and \( f(t)^h - f(t - \gamma) \), and both limits \( \lim_{\gamma \to 0^+} \frac{f(t+\gamma)^h - f(t)}{\gamma} \) and \( \lim_{\gamma \to 0^+} \frac{f(t)^h - f(t-\gamma)}{\gamma} \) exist and are equal to each other, then the function has a Hukuhara-type derivative \( D_H f(t) \) at the point \( t \) (if \( t = a \) or \( t = b \) then there exists only one limit) and \( D_H f(t) := \lim_{\gamma \to 0^+} \frac{f(t+\gamma)^h - f(t)}{\gamma} \).

Remark 4.4. If \( f \) has Hukuhara-type derivative at point \( t_0 \), then \( f \) is continuous at point \( t_0 \).

Lemma 4.5. (1) If functions \( f, g : [a, b] \to X \) have Hukuhara-type derivatives at point \( t \in [a, b] \), then the derivative of their sum exists and \( D_H (f + g) (t) = D_H f(t) + D_H g(t) \).

(2) Let \( f, g : [a, b] \to X^c \) be such that for any \( t \in [a, b] \), \( D_H f(t) \), \( D_H g(t) \), and difference \( f(t)^h - g(t)^h \) exist. Assume that, for any \( t' \), \( t'' \in [a, b] \) \( (t' < t'') \), there exists

\[
\frac{f(t'')^h - f(t')}{} + \frac{g(t'')^h - g(t')}{}.
\]

Then there exist \( D_H \left( f(t)^h - g(t) \right) \) and \( D_H \left( f(t)^h - g(t) \right) = D_H f(t)^h - D_H g(t) \).
(3) Let \( f : [a, b] \to X \) have a Hukuhara-type derivative \( D_H f \) on the interval \([a, b]\). Let also \( \varphi : [c, d] \to [a, b] \) be a strictly increasing real-valued function, differentiable at any point on \([c, d]\). Then \( f \circ \varphi \) has a Hukuhara-type derivative \( D_H \) at every point on \([c, d]\) and
\[
D_H (f \circ \varphi)(t) = D_H f(\varphi(t)) \varphi'(t).
\]

(4) Let a real-valued function \( f(t) \) (differentiable, nonnegative, and nondecreasing) and a differentiable in Hukuhara sense function \( F(t) \) with convex values in \( L \)-space be given. Then \( f(t)F(t) \) has Hukuhara-type derivative and
\[
D_H (fF)(t) = f'(t)F(t) + f(t)D_H F(t).
\]

4.3. Integrals of functions with values in \( L \)-spaces and its properties.} Riemannian integral for functions with values in \( L \)-space was defined by Vahrameev in [14] (see also [2]). Such integral was used by one of the authors of this work in [4] while studying methods of approximate solution of linear integral equations for functions with values in \( L \)-spaces. We need this integral for convex-valued functions. For such functions Riemannian integral can be defined in a standard way. So we omit this definition and present only several properties of the integral. Detailed proof of these properties in general case can be found in [5].

4.3.1. Elementary Properties. The Riemannian integral for functions with values in \( L \)-space \( X \) has the following properties:

(1) If \( f \) and \( g \) are integrable, then for any \( \alpha, \beta \in \mathbb{R} \) the function \( \alpha f + \beta g \) is integrable, and moreover
\[
\int_a^b (\alpha f(t) + \beta g(t)) dt = \alpha \int_a^b f(t) dt + \beta \int_a^b g(t) dt.
\]

(2) If \( f \) and \( g \) are integrable, then the function \( t \to d_X(f(t),g(t)) \) is integrable and
\[
d_X\left( \int_a^b f(t) dt, \int_a^b g(t) dt \right) \leq \int_a^b d_X(f(t),g(t)) dt.
\]

(3) If \( f \) is integrable on \([a, b]\), and \( a \leq c \leq b \), then function \( f \) is integrable on \([a, c]\) and \([c, b]\) and
\[
\int_a^b f(t) dt = \int_a^c f(t) dt + \int_c^b f(t) dt.
\]

(4) If functions \( f \) and \( g \) are integrable on \([a, b]\) and for any \( t \in [a, b] \) the difference \( f(t)^h - g(t) \) exists, then the difference \( f(t)^h - g(t) \) is integrable on \([a, b]\) and
\[
\int_a^b f(t)^h - g(t) dt = \int_a^b f(t) dt - \int_a^b g(t) dt.
\]

4.3.2. Derivative of an integral with a variable upper limit and analog of fundamental Theorem of calculus.

Lemma 1. Let \( X \) be an \( L \)-space with convex elements \( f \in C([a, b], X) \). Then as \( \gamma \to 0^+ \)
\[
\gamma^{-1}\left( \int_a^{t+\gamma} f(s) ds - \int_a^t f(s) ds \right) \quad \text{and} \quad \gamma^{-1}\left( \int_a^t f(s) ds - \int_a^{t-\gamma} f(s) ds \right)
\]
go to \( f(t) \) uniformly with respect to \( t \). Besides,
\[
D_H \left( \int_a^x f(t) dt \right) = f(x), \ x \in [a, b].
\]
Theorem 4.1. If function \( F : [a, b] \to X \) has a continuous Hukuhara-type derivative \( D_H F(t) \) on \([a, b]\) and conditions

\[
\gamma^{-1}(F(t + \gamma)^h - F(t)) \Rightarrow D_H F(t) \quad \text{and} \quad \gamma^{-1}(F(t)^h - F(t - \gamma)) \Rightarrow D_H F(t), \quad \gamma \to 0^+ 
\]

(by \( \Rightarrow \) we denote a uniform convergence with respect to \( t \)) are satisfied, then \( \forall t \in [a, b] \) the equality

\[
F(t) = F(a) + \int_a^t D_H F(s) ds, \quad t \in [a, b]
\]

holds.

5. STECHKIN’S AND RELATED PROBLEMS IN THE SPACE \( C(\mathbb{R}_+, X) \)

Everywhere below \( G = \mathbb{R} \) or \( G = \mathbb{R}_+ \). Let \( X \) be some \( L \)-space with convex elements.

We use the following notations. For bounded function \( G \),

\[
\text{We use the following notations. For bounded function } \ F : \mathbb{R}_+ \to X \text{ such that } \gamma^{-1}(F(t + \gamma)^h - F(t)) \Rightarrow D_H F(t) \quad \text{and} \quad \gamma^{-1}(F(t)^h - F(t - \gamma)) \Rightarrow D_H F(t), \quad \gamma \to 0^+ . \]

(by \( \Rightarrow \) we denote a uniform convergence with respect to \( t \)) are satisfied, then \( \forall t \in [a, b] \) the equality

\[
F(t) = F(a) + \int_a^t D_H F(s) ds, \quad t \in [a, b]
\]

holds.

We use the following notations. For bounded function \( x(t) \in C(\mathbb{R}_+, X) \), let

\[
||x(\cdot)||_{C(G, X)} := \sup_{t \in G} ||x(t)||_X.
\]

Let \( \omega(t) \) be some modulus of continuity (i.e. non-decreasing on \( \mathbb{R}_+ \), continuous and semiadditive function such that \( \omega(0) = 0 \)). Denote by \( H^\omega(\mathbb{R}_+, X) \) the set of functions \( x \in C(\mathbb{R}_+, X) \) such that

\[
||x||_{H^\omega(\mathbb{R}_+, X)} := \sup_{u, v \in \mathbb{R}_+: u \neq v} \frac{d_X(x(u), x(v))}{\omega(|u - v|)} < \infty.
\]

By \( BH^\omega(\mathbb{R}_+, X) \), we denote the set of functions \( x \in H^\omega(\mathbb{R}_+, X) \) such that \( ||x||_{H^\omega(\mathbb{R}_+, X)} \leq 1 \). Finally, by \( W^1 BH^\omega(\mathbb{R}_+, X) \), we denote the set of functions \( x \in C(\mathbb{R}_+, X) \) such that \( D_H x \in BH^\omega(\mathbb{R}_+, X) \) and set

\[
W^1 H^\omega(\mathbb{R}_+, X) = \text{cone}(W^1 BH^\omega(\mathbb{R}_+, X)).
\]

With the notations used in Section 3, we have

\[
K = \{x \in C(\mathbb{R}_+, X) : D_H x \in C(\mathbb{R}_+, X)\}
\]

and

\[
Q = W^1 BH^\omega(\mathbb{R}_+, X).
\]

In this section, \( G = \mathbb{R}_+ \). For any \( \gamma > 0 \), we define an operator \( T_\gamma : K \to C(\mathbb{R}_+, X) \):

\[
T_\gamma x(t) = \gamma^{-1}(x(t + \gamma)^h - x(t)).
\]

We now estimate the norm of \( T_\gamma \). Using the property of the Hukuhara-type difference, we have

\[
d_{C(\mathbb{R}_+, X)}(T_\gamma x, T_\gamma y) = \gamma^{-1} \sup_{t \in \mathbb{R}_+} d_X(x(t + \gamma)^h - x(t), y(t + \gamma)^h - y(t)) \leq \gamma^{-1} \sup_{t \in \mathbb{R}_+} d_X(x(t + \gamma), y(t + \gamma)) + \gamma^{-1} \sup_{t \in \mathbb{R}_+} d_X(x(t), y(t)) \leq 2\gamma^{-1} \sup_{t \in \mathbb{R}_+} d_X(x(t), y(t)).
\]

Therefore,

\[
||T_\gamma|| \leq 2\gamma^{-1}.
\]
Next, we estimate a deviation $d_X(D_Hx(t), T_\gamma x(t))$ on the class of functions $x \in K$ such that $D_Hx \in BH^\omega(\mathbb{R}_+, X)$. We have

$$d_X(D_Hx(t), T_\gamma x(t)) = d_X \left( D_Hx(t), \gamma^{-1}(x(t + \gamma) - x(t)) \right)$$

$$= d_X \left( \gamma^{-1} \int_t^{t+\gamma} D_Hx(t)du, \gamma^{-1} \int_t^{t+\gamma} D_Hx(u)du \right)$$

$$\leq \gamma^{-1} \int_t^{t+\gamma} d_X (D_Hx(t)du, D_Hx(u)du)$$

$$\leq \gamma^{-1} \|D_Hx\|_{H^\omega(\mathbb{R}_+, X)} \int_t^{t+\gamma} \omega(|t - u|)du$$

$$= \gamma^{-1} \|D_Hx\|_{H^\omega(\mathbb{R}_+, X)} \int_0^\gamma \omega(u)du.$$ 

Thus,

$$U(T_\gamma) = \sup_{t \in \mathbb{R}_+} d_X(D_Hx(t), T_\gamma x(t)) \leq \gamma^{-1} \|D_Hx\|_{H^\omega(\mathbb{R}_+, X)} \int_0^\gamma \omega(u)du.$$ 

Consider the function

$$y(t) = \begin{cases} \omega(\gamma) - \omega(t), & t \leq \gamma, \\ 0, & t \geq \gamma. \end{cases}$$

Choose $t_0$ such that

$$\int_0^{t_0} y(u)du = \int_0^\gamma y(u)du.$$ 

Let

$$z(t) = \left| \int_0^t y(u)du \right|.$$ 

Choose an arbitrary element $x \in X$, that has inverse $x'$, such that $\|x\| = 1$. Then, the extremum function is the following

$$x_\gamma(t) = \begin{cases} xz(t), & t \geq t_0, \\ x'z(t), & t \leq t_0. \end{cases}$$

Let us find $\|x_\gamma(\cdot)\|_{C(\mathbb{R}_+, X)}$, $D_Hx_\gamma(t)$, $\|D_Hx_\gamma(\cdot)\|_{C(\mathbb{R}_+, X)}$, and $\|D_Hx_\gamma(\cdot)\|_{H^\omega(\mathbb{R}_+, X)}$. Because of $\|x_\gamma(t)\| = z(t)$, we see that

$$\|x_\gamma\|_{C(\mathbb{R}_+, X)} = \frac{1}{2} \int_0^h [\omega(h) - \omega(u)]du.$$ 

We now evaluate $D_Hx_\gamma(t)$. For $t > t_0$, we have

$$\lim_{\tau \to 0^+} \frac{z(t + \tau)x - z(t)x}{\tau} = \lim_{\tau \to 0^+} \frac{z(t + \tau) - z(t)}{\tau} x = y(t) \cdot x.$$ 

Similarly,

$$\lim_{\tau \to 0^+} \frac{z(t)x - z(t - \tau)x}{\tau} = \lim_{\tau \to 0^+} \frac{z(t) - z(t - \tau)}{\tau} x = y(t) \cdot x.$$ 

Thus, for $t > t_0$

$$D_Hx_\gamma(t) = y(t) \cdot x.$$
If \( t < t_0 \), then

\[
\lim_{\tau \to 0^+} \frac{x'(t + \tau) - h x'(t)}{\tau} = \lim_{\tau \to 0^+} \frac{(\theta - x) z(t + \tau) - (\theta - x) z(t)}{\tau}
\]

\[
= \lim_{\tau \to 0^+} \frac{\theta - x z(t + \tau) - (\theta - x z(t))}{\tau}
\]

\[
= \lim_{h \to 0^+} \frac{x z(t + h) - x z(t)}{\tau}
\]

\[
= \lim_{t \to 0^+} \frac{x z(t + \tau) - z(t + \tau) - z(t)}{\tau}
\]

\[
= -x z'(t)
\]

\[
= y(t) \cdot x.
\]

Similarly, we show that

\[
\lim_{\tau \to 0^+} \frac{x'(t) - h x'(t - \tau)}{\tau} = y(t) \cdot x
\]

Therefore, in this case also

\[
D_Hx_\gamma(t) = y(t) \cdot x.
\]

Let \( t = t_0 \). Considering first limit below similarly to the case \( t > t_0 \), and second limit below similarly to the case \( t < t_0 \), we see that

\[
D_Hx_\gamma(t_0) = \lim_{\tau \to 0^+} \frac{z(t_0 + \tau) - z(t_0)}{\tau} = \lim_{h \to 0^+} \frac{x z(t_0) - x z(t_0 - \tau)}{\tau} = y(t_0) \cdot x.
\]

Thus, for any \( t \in \mathbb{R}_+ \)

\[
D_Hx_\gamma(t) = y(t) \cdot x = [\omega(\gamma) - \omega(t)]_+ \cdot x.
\]

Consequently,

\[
\|D_Hx(\cdot)\|_{C(\mathbb{R}, X)} = \omega(\gamma).
\]

Let us show that

\[
\|D_Hx_\gamma\|_{\mathcal{H}^n(\mathbb{R}_+, X)} := \sup_{t' < t''} \frac{d_X(D_Hx_\gamma(t'), D_Hx_\gamma(t''))}{\omega(|t'' - t'|)} = 1.
\]

Note that

\[
d_X(D_Hx_\gamma(t'), D_Hx_\gamma(t'')) = d_X(x y(t'), xy(t''))
\]

\[
= |y(t') - y(t'')| d_X(x, \theta)
\]

\[
= |\omega(h) - \omega(t')| - |\omega(h) - \omega(t'')|)
\]

\[
= |\omega(t') - \omega(t'')| \leq \omega(|t'' - t'|).
\]

Hence,

\[
\frac{d_X(D_Hx_\gamma(t'), D_Hx_\gamma(t''))}{\omega(|t'' - t'|)} \leq 1.
\]
On the other hand
\[ \sup_{t', t''} \frac{dx(D_Hx(t'), D_Hx(t''))}{\omega(|t'' - t'|)} \geq \frac{dx(x\omega(\gamma), \theta)}{\omega(\gamma)} = \frac{\omega(\gamma)}{\omega(\gamma)} dx(x, \theta) = 1. \]

Accordingly, we have
\[ \|D_Hx(\cdot)\|_{H^0(R_+, X)} = 1. \]

Using inequality (3.4), we obtain, for any function \( x \in W^1BH^0(R_+) \),
\[ \|D_Hx\|_{C(R_+, X)} \leq U(T_\gamma) + \|T_\gamma\|\|x\|_{C(R_+, X)} \leq \gamma^{-1} \int_0^T \omega(u)du + \frac{2}{\gamma} \|x(\cdot)\|_{C(R_+, X)}. \]

And for any function \( x \in W^1H^0(R_+) \),
\[ \|D_Hx\|_{C(R_+, X)} \leq \gamma^{-1} \int_0^T \omega(u)du\|D_Hx(\cdot)\|_{H^0(R_+, X)} + \frac{2}{\gamma} \|x(\cdot)\|_{C(R_+, X)}. \]

Substituting \( x_\gamma \) into the last inequality, we obtain
\[ \|D_Hx(\cdot)\|_{C(R_+, X)} = U(T_\gamma) + \|T_\gamma\|\|x_\gamma\|_{C(R_+, X)} = \gamma^{-1} \int_0^T \omega(u)du + \frac{2}{\gamma} \|x_\gamma(\cdot)\|_{C(R_+, X)}. \]

Taking into account Theorem 3.1 and Theorem 3.2 we have the following.

**Theorem 5.1.** For any function \( x \in W^1BH^0(R_+, X) \), the following inequality holds
\[ \|D_Hx(\cdot)\|_{C(R_+, X)} = \sup_{t} \|D_Hx(t)\|_{C(R_+, X)} \leq \gamma^{-1} \int_0^T \omega(u)du\|D_Hx(\cdot)\|_{H^0(R_+, X)} + \frac{2}{\gamma} \|x(\cdot)\|_{C(R_+, X)}. \]

This inequality is the best possible. It turns into equality for defined above function \( x_\gamma(\cdot) \):
\[ \|D_Hx(\cdot)\|_{C(R_+, X)} = \gamma^{-1} \int_0^T \omega(u)du + \frac{2}{\gamma} \|x_\gamma(\cdot)\|_{C(R_+, X)}. \]

Consequently, for any \( \gamma > 0 \),
\[ E(2/\gamma) = E_{\delta}(D_H, 2/\gamma, W^1BH^0(R_+, X)) = \gamma^{-1} \int_0^T \omega(u)du. \]

If \( \delta \) and \( \gamma \) are related by
\[ \delta = \frac{1}{2} \int_0^T [\omega(\gamma) - \omega(u)]du, \]
then
\[ \Omega(\delta, D_H, W^1BH^0(R_+, X)) = \omega_{\delta}(L^0, D_H, W^1BH^0(R_+, X)) = \omega(\gamma). \]

6. STECHKIN’S AND RELATED PROBLEMS IN \( C(R, X) \).

For any \( \gamma > 0 \), we define an operator \( T_\gamma : C(R, X) \rightarrow C(R, X) \):
\[ T_\gamma x(t) = (2\gamma)^{-1}(x(t + \gamma) - x(t - \gamma)). \]

Similar to how it was done in the previous section, we obtain
\[ \|T_\gamma\| \leq \gamma^{-1} \]
and for deviation \( U(T_\gamma) \) of this operator from \( D_H \) on the class \( W^1BH^0(R, X) \), we have
\[ U(T_\gamma) = \sup_{t \in R_+} dx(D_Hx(t), T_\gamma x(t)) \leq \gamma^{-1} \int_0^T \omega(\|u\|)du. \]
Consider the function
\[ y(t) = \begin{cases} 
\omega(\gamma) - \omega(|t|), & |t| \leq \gamma; \\
0, & |t| \geq \gamma.
\end{cases} \]
Let
\[ z(t) = \left| \int_0^t y(u)du \right|. \]
We choose an arbitrary element \( x \in X \), that has inverse \( x' \), such that \( \|x\| = 1 \). Then the extremum function is the following
\[ x_\gamma(t) = \begin{cases} 
xz(t), & t \geq 0, \\
x'z(t), & t \leq 0.
\end{cases} \]
Similarly to how it was done in the previous section, we find
\[ \|x_\gamma\|_{C(\mathbb{R}, X)} = \int_0^\gamma [\omega(\gamma) - \omega(u)]du, \]
\[ \|D_Hx_\gamma(\cdot)\|_{C(\mathbb{R}, X)} = \omega(\gamma), \]
and
\[ \|D_Hx_\gamma(\cdot)\|_{H^\omega(\mathbb{R}, X)} = 1. \]
Using obtained estimations and equalities, as well as, Theorems 3.1 and 3.2, we can prove the following result.

**Theorem 6.1.** For any function \( x \in W^1 BH^\omega(\mathbb{R}, X) \), the following inequality holds
\[ \|D_Hx(\cdot)\|_{C(\mathbb{R}, X)} = \sup_t \|D_Hx(t)\|_{X} \leq \gamma^{-1} \int_0^\gamma \omega(u)du \|D_Hx(\cdot)\|_{H^\omega(\mathbb{R}, X)} + \gamma^{-1} \|x(\cdot)\|_{C(\mathbb{R}, X)}. \]
This inequality is the best possible. It turns into equality for defined above function \( x_\gamma(\cdot) \):
\[ \|D_Hx(\cdot)\|_{C(\mathbb{R}, X)} = \gamma^{-1} \int_0^\gamma \omega(u)du + \gamma^{-1} \|x_\gamma(\cdot)\|_{C(\mathbb{R}, X)}. \]
Hence, for any \( \gamma > 0 \),
\[ E(1/\gamma) = E(D_H, 1/\gamma, W^1 BH^\omega(\mathbb{R}, X)) = \gamma^{-1} \int_0^\gamma \omega(u)du. \]
If \( \delta \) and \( \gamma \) are related in the following way
\[ \delta = \int_0^\gamma [\omega(\gamma) - \omega(u)]du, \]
then
\[ \Omega(\delta, D_H, W^1 BH^\omega(\mathbb{R}, X)) = \delta(\gamma, D_H, W^1 BH^\omega(\mathbb{R}, X)) = \omega(\gamma). \]
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